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Abstract

Autoregressive and Moving Average time series models and their combination are reviewed. Autoregressive Conditional Heteroscedastic (ARCH) and Generalized Autoregressive Conditional Heteroscedastic (GARCH) models are extensions of these models. These are defined and compared to the class of Autoregressive Moving Average models. Maximum likelihood estimation of parameters is examined. Conditions for existence and stationarity of GARCH models are discussed and the moments of the observations and the conditional variance are derived. Characteristics of low order GARCH models are explored further through simulations with different initial parameter values. As examples, GARCH models with different orders are fitted to the Standard & Poor’s 500 Stock Price Index.
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Chapter 1

Introduction

Autoregressive (AR), Moving Average (MA) and the mixed autoregressive moving average (ARMA) models are often very useful in modelling general time series. However, they all have the assumption of homoscedasticity (or equal variance) for the errors; this is not appropriate when dealing with the financial market variables such as the stock price indices or currency exchange rates. These financial market variables typically have three characteristics which general time series models have failed to consider.

1. The unconditional distribution of financial time series such as the stock price returns $X_t$ has heavier tails than the normal distribution.

2. Values of $X_t$ do not have much correlation, but values of $X_t^2$ are highly correlated.

3. The changes in $X_t$ tend to cluster. Large (small) changes in $X_t$ tend to be followed by large (small) changes, as documented by Mandelbrot (1963).

One of the earliest time series models allowing for heteroscedasticity is the Autoregressive Conditional Heteroscedastic (ARCH) model introduced by Engle (1982). The
CHAPTER 1. INTRODUCTION

ARCH models have the ability to capture all the above characteristics in financial market variables. Bollerslev (1986) extended this idea into Generalized Autoregressive Conditional Heteroscedastic (GARCH) models which give more parsimonious results than ARCH models, similar to the situation where ARMA models are preferred over AR models.

In Chapter 2, we will describe the definitions and maximum likelihood estimation methods of general time series models like the AR, MA and ARMA models. Then the definitions of ARCH and GARCH models will be introduced; the maximum likelihood estimation for ARCH parameters will be discussed. The comparison between high order ARCH models with the GARCH(1, 1) models will also be addressed. In Chapter 3, we will describe the properties for GARCH(1, 1) models; existence and stationarity conditions are discussed and moments of the data will be derived. Typical simulation results will be used to discuss the properties of the estimates of the parameters. In Chapter 4, we fit the Standard & Poor’s (S&P) 500 Stock Price Index for the period from January 2, 1990 to December 29, 2000 by ARCH(1) and GARCH(1, 1) models and some diagnostics will be applied. Alternative methods of diagnostic checking on the residuals of the fitted model will also be discussed.
Chapter 2

Time Series Concepts and Models

Let \( S \) be a subset of the real numbers. For every \( t \in S \), let \( X_t(\omega) \) be a random variable defined on a probability space \( \{ \Omega : \omega \in \Omega \} \); then the stochastic process \( \{ X_t(\omega) : t \in S \} \) is called a time series. For any given \( \omega \), \( X_t \) is the realization at time \( t \). This will always be a time series with \( S \equiv \mathcal{I} \subset \{0, \pm 1, \cdots \} \); \( X_t \) is then called a time series in discrete time. Thus observations are \( X_1, \cdots, X_T \) and we will assume each \( X_t, \ t = 1, \cdots, T \), is real-valued. Often our models will require the existence of unobserved \( X_t \) values for \( t \leq 0 \) or \( t > T \).

In Section 2.1, we describe the stationarity conditions used in general time series contexts. We then define some general time series models and the maximum likelihood method for estimating the parameters. In Section 2.3, the general ARCH(\( q \)) and GARCH(\( p, q \)) models are defined.

2.1 Stationarity

Suppose \( X = (X_1, \cdots, X_T)' \) has a multivariate normal distribution with mean vector \( \mu = (\mu_1, \cdots, \mu_T)' \) and a \( T \times T \) variance-covariance matrix \( \Sigma \), where ' denotes the
transpose of a vector or matrix. There are \( T \) data points but \( T + T(T+1)/2 \) parameters to estimate which is not feasible. Therefore, some assumptions on the process \( \{X_t\} \) must be made which permits us to obtain reasonable estimates on the parameters; stationarity is the most commonly used such assumption in time series contexts.

**Definition 2.1 (Joint Distribution).** The joint distribution function of \( X_1, \cdots, X_T \) is given by

\[
F_{X_1, X_2, \cdots, X_T}(x_1, x_2, \cdots, x_T) = P(X_1 \leq x_1, X_2 \leq x_2, \cdots, X_T \leq x_T)
\]

**Definition 2.2 (Strict Stationarity).** A process is said to be strictly stationary if the joint distribution of \( X_1, X_2, \cdots, X_k \) is the same as the joint distribution of \( X_{t+1}, X_{t+2}, \cdots, X_{t+k} \), evaluated at the same set of points \( x_1, x_2, \cdots, x_k \), i.e.

\[
F_{X_1, X_2, \cdots, X_k}(x_1, x_2, \cdots, x_k) = F_{X_{t+1}, X_{t+2}, \cdots, X_{t+k}}(x_1, x_2, \cdots, x_k)
\]

for all \( t \) and for all \( k \).

**Definition 2.3 (Wide Sense Stationarity).** A process is said to be second order (or wide sense) stationary if

\[
E(X_t) = \mu \quad \text{and} \quad V(X_t) = \sigma^2
\]

for all \( t \) and, for all \( k \),

\[
\text{Cov}(X_t, X_{t+k}) = \text{Cov}(X_{t+1}, X_{t+1+k}) = \text{Cov}(X_{t+2}, X_{t+2+k}) = \cdots
\]

is a function of the time lag \( k \) only and does not depend on time \( t \).
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2.2 Standard Time Series Models

Historically, three basic time series models have been used to describe data. They are the Autoregressive, the Moving Average and the Autoregressive Moving Average models.

2.2.1 General Autoregressive Models

In the autoregressive (AR) time series model, an observation $X_t$ is directly related to $p$ previous observations by

$$X_t = \phi_1 X_{t-1} + \phi_2 X_{t-2} + \cdots + \phi_p X_{t-p} + \epsilon_t. \quad (2.1)$$

This is the Autoregressive series of order $p$, AR($p$). In this model, $\epsilon_t$ is called the error. When the errors are independent, have normal distributions with mean zero and constant variance $\sigma^2$, they are called white noise. In our models, $\epsilon_t$ is assumed to be white noise.

The model (2.1) can then be expressed as:

$$X_t - \phi_1 X_{t-1} - \phi_2 X_{t-2} - \cdots - \phi_p X_{t-p} = \epsilon_t$$

$$\phi_p(B) X_t = \epsilon_t$$

where $\phi_p(B) = 1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p$ and $B$ is the backshift operator on time $t$; for example, $BX_t = X_{t-1}, B^2 X_t = X_{t-2}$ and so on.

For the AR($p$) process from (2.1) to be stationary, the roots of $\phi_p(B) = 0$ must lie outside the unit circle. For illustration, an AR(1) process defined as

$$X_t = \phi_1 X_{t-1} + \epsilon_t \quad (2.2)$$

will be used but the results following can be generalized into AR processes with higher order. Rearranging (2.2) gives

$$(1 - \phi_1 B) X_t = \epsilon_t.$$
Hence, $1 - \phi_1 B = 0$ gives $B = 1/\phi_1$. Suppose that $|\phi_1| < 1$, then the root of $\phi_1(B) = 0$ is greater than one, or lies outside the unit circle, and thus the AR(1) process from (2.2) is stationary.

Note that, from (2.2), $X_t$ is defined recursively from its previous observations; it can be expressed as:

$$X_t = \epsilon_t + \phi_1 X_{t-1}$$

$$= \epsilon_t + \phi_1 (\epsilon_{t-1} + \phi_1 X_{t-2})$$

$$= \epsilon_t + \phi_1 \epsilon_{t-1} + \phi_1^2 X_{t-2}$$

$$= \epsilon_t + \phi_1 \epsilon_{t-1} + \phi_1^2 (\epsilon_{t-2} + \phi_1 X_{t-3})$$

$$= \epsilon_t + \phi_1 \epsilon_{t-1} + \phi_1^2 \epsilon_{t-2} + \phi_1^3 X_{t-3}$$

$$\vdots$$

$$= \sum_{j=0}^{k} \phi_1^j \epsilon_{t-j} + \phi_1^{k+1} X_{t-k-1}.$$ 

Since $|\phi_1| < 1$, allow $k$ to go to infinity; then

$$X_t = \sum_{j=0}^{\infty} \phi_1^j \epsilon_{t-j}.$$ 

It can be shown that if we define the process $\{X_t\}$ via this formula then $X_t$ satisfies the recursive identity (2.2) provided $|\phi_1| < 1$; and $\{X_t\}$ is stationary.

The variance of $X_t$ can then be found as:

$$V(X_t) = \sum_{j=0}^{\infty} \phi_1^{2j} V(\epsilon_{t-j})$$

$$= \sigma^2 \sum_{j=0}^{\infty} \phi_1^{2j}$$

$$= \frac{\sigma^2}{1 - \phi_1^2}$$

This is finite and positive if $|\phi_1| < 1$. 

We then examine how the parameters $\phi_1$ and $\sigma_\epsilon^2$ for the AR(1) model can be estimated. The joint density of the observations $X_1, \ldots, X_T$ can be written as the product of their conditional densities:

$$ f_{X_1,\ldots,X_T}(x_1, \ldots, x_T) = f_{X_T|X_1,\ldots,X_{T-1}}(x_T|x_1, \ldots, x_{T-1}) \times f_{X_{T-1}|X_1,\ldots,X_{T-2}}(x_{T-1}|x_1, \ldots, x_{T-2}) \times \cdots \times f_{X_2|X_1}(x_2|x_1) \times f_{X_1}(x_1). $$

For any $k = 2, \ldots, T$, the conditional density of $X_k$, given $X_1, \ldots, X_{k-1}$, is

$$ f_{X_k|X_1,\ldots,X_{k-1}}(x_k|x_1, \ldots, x_{k-1}) = \frac{1}{\sqrt{2\pi}\sigma_\epsilon} \exp \left\{ -\frac{(x_k - \phi_1 x_{k-1})^2}{2\sigma_\epsilon^2} \right\} $$

and the marginal density for $X_1$ is

$$ f_{X_1}(x_1) = \frac{1}{\sqrt{2\pi}\sigma_\epsilon/\sqrt{1 - \phi_1^2}} \exp \left\{ -\frac{x_1^2}{2\sigma_\epsilon^2/(1 - \phi_1^2)} \right\}. $$

The marginal density of $X_1$ is usually dropped from the overall likelihood function for simplicity because its contribution on the likelihood function is negligible when the number of observations is large. The conditional likelihood, conditional on $X_1$, is therefore

$$ L(\phi_1, \sigma_\epsilon^2) = \prod_{j=2}^T f_{X_j|X_1,\ldots,X_{j-1}}(x_j|x_1, \ldots, x_{j-1}) $$

$$ = \prod_{j=2}^T \frac{1}{\sqrt{2\pi}\sigma_\epsilon} \exp \left\{ -\frac{(x_j - \phi_1 x_{j-1})^2}{2\sigma_\epsilon^2} \right\} $$

and the log likelihood function, neglecting the constant term, is

$$ l(\phi_1, \sigma_\epsilon^2) = -(T - 1) \log \sigma_\epsilon - \frac{1}{2\sigma_\epsilon^2} \sum_{j=2}^T (x_j - \phi_1 x_{j-1})^2. $$

We can then use the maximum likelihood to find the estimates $\hat{\phi}_1$ and $\hat{\sigma}_\epsilon^2$ by solving the derivatives of the log likelihood function $\frac{\partial l}{\partial \phi_1} = 0$ and $\frac{\partial l}{\partial \sigma_\epsilon^2} = 0$ respectively.
2.2.2 General Moving Average Models

Another common model is the Moving Average series of order \( q \), \( \text{MA}(q) \), defined by:

\[
X_t = \epsilon_t - \theta_1 \epsilon_{t-1} - \cdots - \theta_q \epsilon_{t-q}, \tag{2.3}
\]

where the \( \epsilon_t \)'s are white noise. Using the backshift operator \( B \) on time \( t \), the model from (2.3) can also be expressed as:

\[
X_t = \theta_q(B) \epsilon_t
\]

where \( \theta_q(B) = 1 - \theta_1 B - \cdots - \theta_q B^q \). If the roots of \( \theta_q(B) = 0 \) lie outside the unit circle, then the MA(\( q \)) process is said to be invertible, meaning that \( X_t \) can be written as an infinite order AR process in terms of \( \theta_j \) for \( j = 1, \cdots, q \).

For the case of MA(1),

\[
X_t = \epsilon_t - \theta_1 \epsilon_{t-1}, \tag{2.4}
\]

the condition \( |\theta_1| < 1 \) is sufficient for the invertibility of the process. This can be shown by rearranging (2.4) to give

\[
\epsilon_t = X_t + \theta_1 \epsilon_{t-1}
= X_t + \theta_1 (X_{t-1} + \theta_1 \epsilon_{t-2})
= X_t + \theta_1 X_{t-1} + \theta_1^2 \epsilon_{t-2}
\vdots
= X_t + \sum_{j=1}^{k} \theta_1^j X_{t-j} + \theta_1^{k+1} \epsilon_{t-k-1}.
\]

Since \( |\theta_1| < 1 \), we will let \( k \) go to infinity; \( \epsilon_t \) becomes

\[
\epsilon_t = X_t + \sum_{j=1}^{\infty} \theta_1^j X_{t-j};
\]

this can be written as

\[
X_t = -\sum_{j=1}^{\infty} \theta_1^j X_{t-j} + \epsilon_t.
\]

This is an AR(\( \infty \)) model \( X_t = \sum_{j=1}^{\infty} \phi_j^* X_{t-j} + \epsilon_t \) where \( \phi_j^* = -\theta_1^j \) for \( j = 1, \cdots, \infty \).
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By comparing with the AR(1) process, it follows that invertible moving average processes are always stationary. The definition of \( X \) from (2.3) is explicit so \( X \) is guaranteed to exist.

In order to estimate \( \theta_1 \) and \( \sigma^2_\epsilon \) in the MA(1) model, we first find the joint density of the observations \( X_1, \ldots, X_T \); this is a multivariate normal distribution. Therefore, the likelihood function can be written as:

\[
L(\theta_1, \sigma^2_\epsilon) = f_{\epsilon_0, x_1, \ldots, x_T}(\epsilon_0, x_1, \ldots, x_T)
\]

\[
= f_{\epsilon_0, \epsilon_1, \ldots, \epsilon_T}(\epsilon_0, x_1 + \theta_1 \epsilon_0, x_2 + \theta_1(x_1 + \theta_1 \epsilon_0), \ldots) \times |J|
\]

\[
= \prod_{j=0}^{T} \frac{1}{\sqrt{2\pi \sigma_\epsilon}} \exp \left\{ -\frac{\epsilon_j^2}{2\sigma_\epsilon^2} \right\} \times |J| \tag{2.5}
\]

where \( |J| \) is the absolute value of the determinant of the appropriate Jacobian matrix connecting the \( X_t \) and the \( \epsilon_t \), and \( \epsilon_j^* = x_j + \theta_1 \epsilon_{j-1}^* \) for \( j = 1, \ldots, T \), are obtained recursively.

This likelihood function from (2.5), however, cannot be evaluated since \( \epsilon_0 \) is unknown. There are basically three ways to solve this problem. One way is to use its expected value \( E(\epsilon_0) = 0 \) and treat the result as if it were the true likelihood function. Another way is to treat \( \epsilon_0 \) as a parameter and estimate it together with \( \theta_1 \) and \( \sigma^2_\epsilon \) using maximum likelihood. The third way is the combination of the two methods:

1. Substitute \( \epsilon_0 \) by its expected value \( E(\epsilon_0) = 0 \) into the likelihood function (2.5).
2. Obtain estimates \( \hat{\theta}_1 \) and \( \hat{\sigma}^2_\epsilon \) using maximum likelihood.
3. Compute the expected value of \( \epsilon_0 \) given all the observations and the estimated parameters at that iteration, i.e. \( \hat{\epsilon}_0 = E(\epsilon_0|\hat{\theta}_1, \hat{\sigma}^2_\epsilon, X_1, \ldots, X_T) \).
4. Insert \( \hat{\epsilon}_0 \) back to the likelihood function (2.5).
5. Repeat Steps (2) to (4) until all three estimates, \( \hat{\theta}_1, \hat{\sigma}^2_\epsilon \) and \( \hat{\epsilon}_0 \) converge.
2.2.3 General Autoregressive Moving Average Models

The process \( \{X_t\} \) is an Autoregressive Moving Average process, ARMA\((p,q)\), if it satisfies the formula

\[
X_t - \phi_1 X_{t-1} - \phi_2 X_{t-2} - \cdots - \phi_p X_{t-p} = \epsilon_t - \theta_1 \epsilon_{t-1} - \cdots - \theta_q \epsilon_{t-q} \tag{2.6}
\]

where \( \epsilon_t \)'s are white noise. Formula (2.6) can be written as \( \phi_p(B) X_t = \theta_q(B) \epsilon_t \) using backshift operator \( B \), \( \phi_p(B) \) and \( \theta_q(B) \) defined above.

Because \( 1 + \sum_{j=1}^{q} \theta_j^2 < \infty \), the moving average terms on the right hand side of (2.6) will not affect the condition for stationarity of an autoregressive process, Wei (1994). Thus, equation (2.6) will define a stationary process provided that \( \phi_p(B) = 0 \) has all the roots lying outside the unit circle. Similarly, the roots of \( \theta_q(B) = 0 \) must lie outside the unit circle if the process is to be invertible.

Sometimes, models like autoregressive or moving average alone do not give parsimonious results when fitting the data. Therefore, the ARMA models with small \( p \) and \( q \) are preferred over AR models with high order, for example. An ARMA\((1,1)\) model defined as

\[
X_t - \phi_1 X_{t-1} = \epsilon_t - \theta_1 \epsilon_{t-1}
\]

is used here for illustration and it can be expressed as:

\[
\epsilon_t = X_t - \phi_1 X_{t-1} + \theta_1 \epsilon_{t-1} \\
= X_t - \phi_1 X_{t-1} + \theta_1 (X_{t-1} - \phi_1 X_{t-2} + \theta_1 \epsilon_{t-2}) \\
= X_t - (\phi_1 - \theta_1) X_{t-1} - \phi_1 \theta_1 X_{t-2} + \theta_1^2 \epsilon_{t-2} \\
= X_t - (\phi_1 - \theta_1) X_{t-1} - \phi_1 \theta_1 X_{t-2} + \theta_1^2 (X_{t-2} - \phi_1 X_{t-3} + \theta_1 \epsilon_{t-3}) \\
= X_t - (\phi_1 - \theta_1) X_{t-1} - (\phi_1 - \theta_1) \theta_1 X_{t-2} - \phi_1 \theta_1^2 X_{t-3} + \theta_1^3 \epsilon_{t-3} \\
\vdots \\
= X_t - (\phi_1 - \theta_1) \sum_{j=1}^{k} \theta_1^{j-1} X_{t-j} - \phi_1 \theta_1^k X_{t-k-1} + \theta_1^{k+1} \epsilon_{t-k-1}. 
\]
Suppose $|\theta_1| < 1$ and let $k$ go to infinity; then

$$\epsilon_t = X_t - (\phi_1 - \theta_1) \sum_{j=1}^{\infty} \theta_1^{j-1} X_{t-j}$$

and therefore

$$X_t = (\phi_1 - \theta_1) \sum_{j=1}^{\infty} \theta_1^{j-1} X_{t-j} + \epsilon_t.$$ 

This is an AR($\infty$) model $X_t = \sum_{j=1}^{\infty} \phi_1^j X_{t-j} + \epsilon_t$ with $\phi_1^j = (\phi_1 - \theta_1) \theta_1^{j-1}$ for $j = 1, \ldots, \infty$. This suggests that an ARMA(1, 1) model may sometimes be a good approximation to higher order AR models.

The parameters $\phi_1$, $\theta_1$ and $\sigma^2_\epsilon$ from an ARMA(1, 1) model can also be estimated by maximum likelihood. As in the AR(1) case, the joint density can be written as the product of their conditional densities:

$$f_{X_1, \ldots, X_T}(x_1, \ldots, x_T) = f_{X_T|X_1, \ldots, X_{T-1}}(x_T|x_1, \ldots, x_{T-1}) \times f_{X_{T-1}|X_1, \ldots, X_{T-2}}(x_{T-1}|x_1, \ldots, x_{T-2}) \times \cdots \times f_{X_2|X_1}(x_2|x_1) \times f_{X_1}(x_1).$$

The conditional density of $X_k$, for an arbitrary $k = 2, \ldots, T$, conditional on $X_1, \ldots, X_{k-1}$ and $\epsilon_1$, is

$$f_{X_k|X_1, \ldots, X_{k-1}, \epsilon_1}(x_k|x_1, \ldots, x_{k-1}, \epsilon_1) = \frac{1}{\sqrt{2\pi\sigma_\epsilon}} \exp \left\{ -\frac{(x_k - \phi_1 x_{k-1} + \theta_1 \epsilon_{k-1})^2}{2\sigma^2_\epsilon} \right\}.$$

The marginal density of $X_1$ is dropped for simplicity as in the AR(1) case. Therefore, the likelihood function, conditioning on $X_1$ and $\epsilon_1$, is:

$$L(\phi_1, \theta_1, \sigma^2_\epsilon) = f_{X_2, \ldots, X_T|X_1, \epsilon_1}(x_2, \ldots, x_T|x_1, \epsilon_1)$$

$$= \prod_{j=2}^{T} f_{X_j|X_1, \ldots, X_{j-1}, \epsilon_1}(x_j|x_1, \ldots, x_{j-1}, \epsilon_1)$$

$$= \prod_{j=2}^{T} \frac{1}{\sqrt{2\pi\sigma_\epsilon}} \exp \left\{ -\frac{(x_j - \phi_1 x_{j-1} + \theta_1 \epsilon^*_{j-1})^2}{2\sigma^2_\epsilon} \right\}.$$
where $\epsilon^*_j = x_{j-1} - \phi_1 x_{j-2} + \theta_1 \epsilon^*_{j-2}$ for $j = 3, \cdots, T$, are obtained recursively. As for MA(1), we substitute the expected value $E(\epsilon_1) = 0$ for $\epsilon_1$ since it is unknown, and estimate the parameters iteratively until the estimates converge.

### 2.3 Financial Time Series Models

All three models described above are often very useful in modeling time series in general. However, they have the assumption of constant error variance, $\sigma^2$. This is considered to be unrealistic in many areas of economics and finance. Therefore, Autoregressive Conditional Heteroscedastic (ARCH) models and Generalized ARCH (GARCH) models which allow variance to vary over time have been proposed, in particular to model financial market variables.

#### 2.3.1 Autoregressive Conditional Heteroscedastic (ARCH) Models

Suppose $X_1, X_2, \cdots, X_T$ are the time series observations and let $\mathcal{F}_t$ be the set of $X_t$ up to time $t$, including $X_t$ for $t \leq 0$. As defined by Engle (1982), the process $\{X_t\}$ is an Autoregressive Conditional Heteroscedastic process of order $q$, ARCH($q$), if:

$$X_t | \mathcal{F}_{t-1} \sim N(0, h_t), \quad \text{with}$$

$$h_t = \alpha_0 + \alpha_1 X_{t-1}^2 + \cdots + \alpha_q X_{t-q}^2$$

$$= \alpha_0 + \sum_{i=1}^{q} \alpha_i X_{t-i}^2 \quad (2.7)$$

where $q > 0$, $\alpha_0 > 0$ and $\alpha_i \geq 0$ for $i = 1, \cdots, q$. The conditions $\alpha_0 > 0$ and $\alpha_i \geq 0$ are needed to guarantee that the conditional variance $h_t > 0$. 
It is obvious from (2.7) that the conditional expectation and variance of \( X_t \) are:

\[
E(X_t | F_{t-1}) = 0
\]
\[
V(X_t | F_{t-1}) = V(X_t^2 | F_{t-1}) = h_t.
\]

In the financial literature, the conditional variance \( h_t \) is called the volatility.

The simplest model is the ARCH(1) model:

\[
X_t | F_{t-1} \sim N(0, h_t), \quad \text{with} \quad h_t = \alpha_0 + \alpha_1 X_{t-1}^2
\]  

(2.8)

and the parameters \( \alpha_0 \) and \( \alpha_1 \) can be estimated by maximum likelihood. The joint density of the observations \( X_1, \ldots, X_T \) is

\[
f_{X_1, \ldots, X_T}(x_1, \ldots, x_T) = \left\{ \prod_{j=2}^{T} f_{X_j | X_1, \ldots, X_{j-1}}(x_j | x_1, \ldots, x_{j-1}) \right\} \times f_{X_1}(x_1).
\]

For \( k = 2, \ldots, T \), the conditional density is

\[
f_{X_k | X_1, \ldots, X_{k-1}}(x_k | x_1, \ldots, x_{k-1}) = \frac{1}{\sqrt{2\pi(\alpha_0 + \alpha_1 x_{k-1}^2)}} \exp \left\{-\frac{x_k^2}{2(\alpha_0 + \alpha_1 x_{k-1}^2)}\right\}.
\]

The marginal density of \( X_1 \) is again dropped for simplicity, as for the AR(1) model and the resulting likelihood function becomes

\[
L(\alpha_0, \alpha_1) = \prod_{j=2}^{T} \frac{1}{\sqrt{2\pi(\alpha_0 + \alpha_1 x_{j-1}^2)}} \exp \left\{-\frac{x_j^2}{2(\alpha_0 + \alpha_1 x_{j-1}^2)}\right\}.
\]

The log likelihood function, neglecting the constant term, is

\[
l(\alpha_0, \alpha_1) = -\frac{1}{2} \sum_{j=2}^{T} \left\{ \log (\alpha_0 + \alpha_1 x_{j-1}^2) + \frac{x_j^2}{\alpha_0 + \alpha_1 x_{j-1}^2} \right\}.
\]

We can find the estimates \( \hat{\alpha}_0 \) and \( \hat{\alpha}_1 \) by solving the derivatives of the log likelihood function

\[
\frac{\partial l}{\partial \alpha_0} = 0 \quad \text{and} \quad \frac{\partial l}{\partial \alpha_1} = 0
\]

respectively.
2.3.2 Generalized Autoregressive Conditional Heteroscedastic (GARCH) Models

The process \( \{X_t\} \) is a Generalized Autoregressive Conditional Heteroscedastic model of order \( p \) and \( q \), GARCH\((p,q)\) (Bollerslev, 1986) if:

\[
X_t | \mathcal{F}_{t-1} \sim N(0, h_t), \quad \text{with} \quad h_t = \alpha_0 + \alpha_1 X_{t-1}^2 + \cdots + \alpha_q X_{t-q}^2 + \beta_1 h_{t-1} + \cdots + \beta_p h_{t-p}
\]

where \( q > 0, p \geq 0, \alpha_0 > 0 \) and \( \alpha_i \geq 0 \) for \( i = 1, \cdots, q \), \( \beta_j \geq 0 \) for \( j = 1, \cdots, p \).

Again, the conditions \( \alpha_0 > 0, \alpha_i \geq 0 \) and \( \beta_j \geq 0 \) are needed to guarantee that the conditional variance \( h_t > 0 \).

As for ARMA\((p,q)\) models, the likelihood function for the GARCH\((p,q)\) models is difficult to write out. Therefore, we will postpone the discussion of the maximum likelihood estimation until Section 3.4.1 for the special case of the GARCH\((1,1)\) model.

2.3.3 The ARCH\((q)\) and the GARCH\((1, 1)\) Models

The simplest and often most useful GARCH process is the GARCH\((1, 1)\) process given by:

\[
X_t | \mathcal{F}_{t-1} \sim N(0, h_t), \quad \text{with} \quad h_t = \alpha_0 + \alpha_1 X_{t-1}^2 + \beta_1 h_{t-1}
\]

where \( \alpha_0 > 0, \alpha_1 \geq 0 \) and \( \beta_1 \geq 0 \).

It is often found that when fitting ARCH models to financial data a high order is required to get a satisfactory fit (Bollerslev, 1986). We can see that this is expected
for data which is really from a GARCH(1, 1) process by substituting \( h_{t-1} \) into the formula (2.10) recursively. This gives

\[
\begin{align*}
    h_t &= \alpha_0 + \alpha_1 X_{t-1}^2 + \beta_1 (\alpha_0 + \alpha_1 X_{t-2}^2 + \beta_1 h_{t-2}) \\
        &= \alpha_0 (1 + \beta_1) + \alpha_1 X_{t-1}^2 + \alpha_1 \beta_1 X_{t-2}^2 + \beta_1^2 h_{t-2} \\
        &= \alpha_0 (1 + \beta_1 + \beta_1^2) + \alpha_1 X_{t-1}^2 + \alpha_1 \beta_1 X_{t-2}^2 + \alpha_1 \beta_1^2 X_{t-3}^2 + \beta_1^3 h_{t-3} \\
        &\quad \vdots \\
        &= \alpha_0 \sum_{j=1}^{k} \beta_1^{j-1} + \alpha_1 \sum_{j=1}^{k} \beta_1^{j-1} X_{t-j}^2 + \beta_1^k h_{t-k}.
\end{align*}
\]

We will see in Section 3.1 that in order to have a finite variance of \( X_t \), the condition \( \alpha_1 + \beta_1 < 1 \) is needed. This means \( \beta_1 \) is strictly less than one. Thus, if \( k \to \infty \), \( h_t \) becomes

\[
h_t = \frac{\alpha_0}{1 - \beta_1} + \alpha_1 \sum_{j=1}^{\infty} \beta_1^{j-1} X_{t-j}^2.
\]

which corresponds to an ARCH(\( \infty \)) model \( h_t = \alpha_0^* + \sum_{j=1}^{\infty} \alpha_j^* X_{t-j}^2 \) with \( \alpha_0^* = \alpha_0/(1 - \beta_1) \) and \( \alpha_j^* = \alpha_1 \beta_1^{j-1} \) for \( j = 1, \ldots, \infty \).

This result suggests that a GARCH(1, 1) model might replace a high order ARCH(\( q \)), giving a more parsimonious model. This is similar to the case in Section 2.2.3 when the ARMA(1, 1) model is written as an AR(\( \infty \)) representation.
Chapter 3

The GARCH(1, 1) Model

In this chapter, we will consider the GARCH(1, 1) models. We first consider the existence of the GARCH(1, 1) process in Section 3.1. Moments of the observations and the conditional variance will be examined in Section 3.2 and the condition of stationarity for the GARCH(1, 1) models is studied in Section 3.3. In the subsequent sections, we look at the characteristics of the maximum likelihood estimates of the parameters from GARCH(1, 1) models.

3.1 Existence of the GARCH(1, 1) Process

The GARCH(1, 1) model, first mentioned in Section 2.3.3, is as follows:

\[ X_t | \mathcal{F}_{t-1} \sim N(0, h_t), \quad \text{with} \]
\[ h_t = \alpha_0 + \alpha_1 X_{t-1}^2 + \beta_1 h_{t-1} \]  \hspace{1cm} (3.1)

where \( \alpha_0 > 0, \alpha_1 \geq 0 \) and \( \beta_1 \geq 0 \).

As with the definition of AR(p) processes in Section 2.2.1, GARCH(p, q) processes are defined recursively and conditions are needed to guarantee the existence of stationary
solutions. Here we derive such conditions for the GARCH(1,1) process. Dividing by the square root of the conditional variance of $X_t$ from (3.1), we obtain:

$$\frac{X_t}{\sqrt{h_t}} | \mathcal{F}_{t-1} \sim N(0, 1)$$

and therefore the sequence $Z_1, \ldots, Z_T$ defined by $Z_t = X_t/\sqrt{h_t}$ should be independent and identically distributed (iid) $N(0, 1)$. We can then construct a stationary solution of (3.2) starting from a sequence of iid $N(0, 1)$ random variables $\{Z_t\}$.

Assuming that the process begins infinitely far in the past, $h_t$ can be expressed as:

$$h_t = \alpha_0 + \alpha_1 X_{t-1}^2 + \beta_1 h_{t-1}$$

$$= \alpha_0 + (\alpha_1 Z_{t-1}^2 + \beta_1) h_{t-1}$$

$$= \alpha_0 + (\alpha_1 Z_{t-1}^2 + \beta_1) \{\alpha_0 + (\alpha_1 Z_{t-2}^2 + \beta_1) h_{t-2}\}$$

$$\vdots$$

$$= \alpha_0 + \alpha_0 \sum_{k=1}^{\infty} \left\{ \prod_{j=1}^{k} (\alpha_1 Z_{t-j}^2 + \beta_1) \right\}. \quad (3.3)$$

**Theorem 3.1.** If the expectation of an infinite sum of non-negative random variables is finite, then the sum converges almost surely.

(See Lukacs, 1975, Theorem 4.2.1, p. 80.) We can use this theorem to find a condition under which the expression in (3.3) exists. Taking the unconditional expectation of both sides, we get

$$E(h_t) = \alpha_0 + \alpha_0 \sum_{k=1}^{\infty} \left\{ \prod_{j=1}^{k} (\alpha_1 E(Z_{t-j}^2) + \beta_1) \right\}$$

$$= \alpha_0 + \alpha_0 \sum_{k=1}^{\infty} (\alpha_1 + \beta_1)^k$$

$$= \frac{\alpha_0}{1 - \alpha_1 - \beta_1}.$$
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Thus, the unconditional expected value of $h_t$ is finite and the infinite series for $h_t$ in (3.3) converges to $\alpha_0/(1 - \alpha_1 - \beta_1)$ provided that $\alpha_1 + \beta_1 < 1$.

In summary, if $\alpha_1 + \beta_1 < 1$ and $\alpha_1 \geq 0, \beta_1 \geq 0$, we can define $h_t$ by (3.3) and $X_t = Z_t \sqrt{h_t}$. The resulting process $\{X_t\}$ is a stationary solution of (3.2).

3.2 Moments of $X_t$ and $h_t$

After showing the existence of the GARCH(1, 1) process, we now examine the higher moments of $h_t$ and then $X_t$. We have already seen

$$E(h_t) = \frac{\alpha_0}{1 - \alpha_1 - \beta_1}.$$ 

Squaring the equation (3.2), we get

$$h_t^2 = \alpha_0^2 + \alpha_1^2 X_{t-1}^4 + \beta_1^2 h_{t-1}^2 + 2\alpha_1 \beta_1 X_{t-1}^2 h_{t-1} + 2\alpha_0 \alpha_1 X_{t-1}^2 + 2\alpha_0 \beta_1 h_{t-1}.$$ 

Notice that $Z_t$ and $h_t$ are independent. Replacing $X_t$ by $Z_t \sqrt{h_t}$ and taking the expectation, we see

$$E(h_t^2) = \alpha_0^2 + \alpha_1^2 E(Z_{t-1}^4 h_{t-1}^2) + \beta_1^2 E(h_{t-1}^2) + 2\alpha_1 \beta_1 E(Z_{t-1}^2 h_{t-1}^2) + 2\alpha_0 \alpha_1 E(Z_{t-1}^2 h_{t-1}) + 2\alpha_0 \beta_1 E(h_{t-1}).$$

Since the process is stationary, $E(h_t^2) = E(h_{t-1}^2)$. So

$$E(h_t^2) = \frac{\alpha_0^2 + 2\alpha_0(\alpha_1 + \beta_1) E(h_{t-1})}{1 - 3\alpha_1^2 - 2\alpha_1 \beta_1 - \beta_1^2}$$

$$= \frac{\alpha_0^2 + 2\alpha_0^2(\alpha_1 + \beta_1)/(1 - \alpha_1 - \beta_1)}{1 - 3\alpha_1^2 - 2\alpha_1 \beta_1 - \beta_1^2}$$

$$= \frac{\alpha_0^2 [1 + (\alpha_1 + \beta_1)]}{(1 - \alpha_1 - \beta_1)(1 - 3\alpha_1^2 - 2\alpha_1 \beta_1 - \beta_1^2)}.$$
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Therefore, the unconditional second moment of $h_t$ is finite if $3\alpha_1^2 + 2\alpha_1 \beta_1 + \beta_1^2 < 1$. If this condition is false, then there is no positive value for $E(h_t^2) = E(h_{t-1}^2)$ which satisfies the equation (3.4).

We now look at the moments of $X_t$. The first and the third moments of $X_t$ are both zero:

$$E(X_t) = E(Z_t \sqrt{h_t}) = E(Z_t)E(\sqrt{h_t}) = 0,$$

$$E(X_t^3) = E(Z_t^3 h_t^{3/2}) = E(Z_t^3)E(h_t^{3/2}) = 0.$$  

The second and the fourth moments can be found by:

$$E(X_t^2) = E[E(X_t^2 | F_{t-1})] = E(h_t) = \frac{\alpha_0}{1 - \alpha_1 - \beta_1},$$

and

$$E(X_t^4) = E(Z_t^4 h_t^2) = E(Z_t^4)E(h_t^2) = 3E(h_t^2)$$

$$= 3 \frac{\alpha_0^2 [1 + (\alpha_1 + \beta_1)]}{(1 - \alpha_1 - \beta_1)(1 - 3\alpha_1^2 - 2\alpha_1 \beta_1 - \beta_1^2)} \times \frac{1 - (\alpha_1 + \beta_1)}{1 - (\alpha_1 + \beta_1)}$$

$$= 3 \left[ \frac{1 - (\alpha_1 + \beta_1)^2}{1 - 3\alpha_1^2 - 2\alpha_1 \beta_1 - \beta_1^2} \right] \times \left[ \frac{\alpha_0}{1 - \alpha_1 - \beta_1} \right]^2. \quad (3.5)$$

Recall that the kurtosis, $K(\cdot)$, of a random variable $Y$ with mean zero is defined as:

$$K(Y) = \frac{E(Y^4)}{[E(Y^2)]^2},$$

so that

$$E(Y^4) = K(Y) [E(Y^2)]^2.$$  

The second term on the right hand side of (3.5) is the square of the unconditional variance of $X_t$, $E(X_t^2)$, thus the kurtosis of $X_t$ is:

$$K(X_t) = 3 \left[ \frac{1 - (\alpha_1 + \beta_1)^2}{1 - 3\alpha_1^2 - 2\alpha_1 \beta_1 - \beta_1^2} \right].$$
which is strictly greater than 3 unless \( \alpha_1 = 0 \).

The kurtosis for a standard normal random variable \( Z \) is 3. Thus, the kurtosis of \( X_t \) is greater than the kurtosis of a normal random variable, and the distribution of \( X_t \) has a heavier tail than the normal distribution, when \( \alpha_1 > 0 \). Some plots will be shown in Chapter 4.

### 3.3 Stationarity of the GARCH(1, 1) Process

It is interesting to examine in detail the conditions under which the second and fourth moments of the \( X_t \) are stationary, namely,

\[
\begin{align*}
\alpha_1 + \beta_1 &< 1 \\
3\alpha_1^2 + 2\alpha_1 \beta_1 + \beta_1^2 &< 1,
\end{align*}
\]

by looking at these regions on a graph. Let \( x \) be \( \alpha_1 \) and \( y \) be \( \beta_1 \) to simplify the notation. Then, \( x + y = 1 \) is a straight line whereas

\[
3x^2 + 2xy + y^2 = 1 \\
\Leftrightarrow (x + y)^2 = 1 - 2x^2
\]

(3.6)

is an ellipse. However, it cannot be written as the general ellipse formula \( x^2/a^2 + y^2/b^2 = 1 \) on \( x- \) and \( y- \) axes. But it can be rotated geometrically and be expressed in the general ellipse formula on the rotated axes.

Let

\[
R(\theta) = \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}
\]

be the rotation matrix which rotates the \( x- \) and \( y- \) axes counterclockwise into \( u- \) and \( v- \) axes by an angle \( \theta \). Then, using \( R^{-1}(\theta) \), we have

\[
\begin{pmatrix}
x \\
y
\end{pmatrix} = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix} \begin{pmatrix}
u \\
v
\end{pmatrix}.
\]
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This gives
\[ x = u \cos \theta - v \sin \theta \]
and
\[ y = u \sin \theta + v \cos \theta. \]

Thus, we get
\[ x + y = u(\sin \theta + \cos \theta) + v(\cos \theta - \sin \theta). \]

The left hand side of (3.6) is
\[ (x + y)^2 = u^2(1 + \sin 2\theta) + v^2(1 - \sin 2\theta) + 2uv \cos 2\theta \]
whereas the right hand side of (3.6) is
\[ 1 - 2x^2 = 1 - 2u^2 \cos^2 \theta - 2u^2 \cos^2 \theta + 2uv \sin 2\theta. \]

Substituting in equation (3.6), we obtain
\[ u^2(1 + \sin^2 \theta + 2 \cos^2 \theta) + v^2(1 - \sin^2 \theta + 2 \sin^2 \theta) = 1 + 2uv(\sin 2\theta - \cos 2\theta). \]

If \( \sin 2\theta = \cos 2\theta \), then we can eliminate the \( uv \) term and get a general ellipse formula on the \( u \)- and \( v \)-axes. Therefore, \( \tan 2\theta = 1 \) and \( \theta = \pi/8 \) or \( 22.5^\circ \). This gives \( \sin 2\theta = \cos 2\theta = \sqrt{2}/2 \). Recall that
\[ \sin^2 \theta = (1 - \cos 2\theta)/2 \quad \text{and} \quad \cos^2 \theta = (1 + \cos 2\theta)/2. \]

We can then write (3.6) in the general ellipse formula in terms of \( u \) and \( v \) only:
\[ u^2(1 + \sqrt{2}/2 + 1 + \sqrt{2}/2) + v^2(1 - \sqrt{2}/2 + 1 - \sqrt{2}/2) = 1 \]
\[ u^2(2 + \sqrt{2}) + v^2(2 - \sqrt{2}) = 1 \]
\[ \frac{u^2}{(1 - \sqrt{2}/2)} + \frac{v^2}{(1 + \sqrt{2}/2)} = 1 \]

which gives the minor axis \( a = (1 - \sqrt{2}/2)^{1/2} = 0.54 \) and major axis \( b = (1 + \sqrt{2}/2)^{1/2} = 1.31 \). The corresponding graph is shown in Figure 3.1.
Figure 3.1: Regions giving finite second and fourth moments of $X_t$. The process is defined only for $(x, y)$ in the first quadrant. The fourth moment of $X_t$ is finite only inside the shaded region of the ellipse. A stationary solution of equation (3.2) exists only within the triangle bounded by the $x$-axis, the $y$-axis and the dashed line $x + y = 1$. Note that $x$ and $y$ are used instead of $\alpha_1$ and $\beta_1$ respectively in this plot.
3.4 Data Simulation

From Section 3.1, $X_t$ is defined to be a function of $h_t$ and iid standard normal random variables $Z_t$; and the $h_t$ defined in (3.2) can be expressed in terms of previous $h_t$ and $Z_t$. Therefore, both $X_t$ and $h_t$ can be simulated recursively from the sequence of $Z_t$.

In the model, $X_t$ are allowed to go infinitely into the past, but in reality start at $t = 1$. Therefore, we will use the expected values $E(X_t^2) = E(h_t) = \frac{\alpha_0}{1 - \alpha_1 - \beta_1}$ to substitute for past $X_t^2$ and $h_t$ when needed. The expected values of the volatility in a stationary process, $\sigma^2$, is also called the long-term volatility of the process.

To simulate data from a GARCH(1,1) process, we follow the steps:

1. Generate a sequence of iid $N(0, 1)$ random variables, $\{Z_t\}$ for $t = 1, \ldots, T^*$.
2. Set $h_1 = \frac{\alpha_0}{1 - \alpha_1 - \beta_1}$ and $X_1 = Z_1 \sqrt{h_1}$.
3. For $t = 2, \ldots, T^*$ do the following recursively:

$$h_t = \alpha_0 + \alpha_1 X_{t-1}^2 + \beta_1 h_{t-1}$$
$$X_t = Z_t \sqrt{h_t}.$$

The sequence $X_t$ is not exactly stationary but approaches stationarity as $T^*$ becomes larger; therefore we take the last $T$ values and regard them as stationary.

3.4.1 The Likelihood Function and Estimation of Parameters

For the GARCH(1,1) model defined from (3.2), the joint density of the observations $X_1, \ldots, X_T$ can be written as the product of the conditional densities, conditioning
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on the previous observations:

\[ f_{X_1, \ldots, X_T}(x_1, \ldots, x_T) = \left\{ \prod_{j=2}^{T} f_{X_j|X_1, \ldots, X_{j-1}}(x_j|x_1, \ldots, x_{j-1}) \right\} \times f_{X_1}(x_1); \]

for simplicity, the marginal density of \( X_1 \) will be dropped, as for the ARMA(1, 1) model. For \( k = 2, \ldots, T \), the conditional density of \( X_k \), conditioning on \( X_1, \ldots, X_{k-1} \), is

\[ f_{X_k|X_1, \ldots, X_{k-1}}(x_k|x_1, \ldots, x_{k-1}) = \frac{1}{\sqrt{2\pi h_k}} \exp\left\{ -\frac{x_k^2}{2h_k} \right\}, \]

and the conditional likelihood function, given \( X_1 \) and \( h_1 \), is:

\[ L(\alpha_0, \alpha_1, \beta_1) = f_{X_2, \ldots, X_T|X_1, h_1}(x_2, \ldots, x_T|x_1, h_1) \]

\[ = \prod_{j=2}^{T} \frac{1}{\sqrt{2\pi h_j^*}} \exp\left\{ -\frac{x_j^2}{2h_j^*} \right\}, \]

where \( h_j^* = \alpha_0 + \alpha_1 X_{j-1}^2 + \beta_1 h_{j-1}^* \) are obtained recursively. We substitute \( h_1 \) by its expected value \( E(h_1) = \alpha_0/(1 - \alpha_1 - \beta_1) \).

Taking the logarithm and neglecting the constant term, we find that the log likelihood function is:

\[ l(\alpha_0, \alpha_1, \beta_1|X, h) = -\frac{1}{2} \left\{ \sum_{j=2}^{T} \log h_j^* + x_j^2/h_j^* \right\} \]

where \( X = (X_1, \ldots, X_T)' \) and \( h = (h_1, \ldots, h_T)' \).

The function \textit{nlminb} from S-Plus is described as a local minimizer for smooth nonlinear functions subject to bound-constrained parameters. Since we want to maximize the log likelihood function, we will use the function \textit{nlminb} to minimize its negative value. This function can have restrictions on the parameter values using the options \textit{lower} and \textit{upper}. However, we will not use these options in this section as we just want to see the general behaviour of the GARCH(1, 1) model and the function \textit{nlminb}. In Section 3.6.2, we will make use of these options and compare the parameters estimated with and without using this constraint.
3.5 A typical GARCH(1, 1) Example

We now show how to generate data from the stationary GARCH(1,1) model with initial values of parameters $\alpha_0 = 1, \alpha_1 = 0.2$ and $\beta_1 = 0.2$ and how to obtain the estimates using maximum likelihood.

3.5.1 Results from the Monte Carlo Simulations

Four typical plots of $T = 500$ observations $X_t$ and the corresponding $h_t$ from 100 Monte Carlo samples are shown in Figure 3.2. Note that large variation of $X_t$ associates with large variation of $h_t$. This is expected as $X_t$ are defined recursively from $h_t$.

A sample of the maximum likelihood estimates for the first 100 simulated samples and the estimated averages and standard errors are shown in Table 3.1, together with the values of $\hat{\alpha}_0/\sigma^2, \hat{\alpha}_0 + \hat{\beta}_1, \hat{\alpha}_0/\sigma^2 + \hat{\beta}_1$ and $\hat{\alpha}_0/\sigma^2 + \hat{\alpha}_1 + \hat{\beta}_1$ where $\sigma^2 = \alpha_0/(1 - \alpha_1 - \beta_1)$ is computed from their true values.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\hat{\alpha}_0$</th>
<th>$\hat{\alpha}_1$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\alpha}_0/\sigma^2$</th>
<th>$\hat{\alpha}_0 + \hat{\beta}_1$</th>
<th>$\hat{\alpha}_0/\sigma^2 + \hat{\beta}_1$</th>
<th>$\hat{\alpha}_0/\sigma^2 + \hat{\alpha}_1 + \hat{\beta}_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Values</td>
<td>1.000</td>
<td>0.2000</td>
<td>0.200</td>
<td>0.600</td>
<td>1.200</td>
<td>0.8000</td>
<td>1.000</td>
</tr>
<tr>
<td>1</td>
<td>0.907</td>
<td>0.2213</td>
<td>0.148</td>
<td>0.544</td>
<td>1.055</td>
<td>0.6922</td>
<td>0.9135</td>
</tr>
<tr>
<td>2</td>
<td>1.196</td>
<td>0.2133</td>
<td>-0.126</td>
<td>0.718</td>
<td>1.070</td>
<td>0.5916</td>
<td>0.8048</td>
</tr>
<tr>
<td>3</td>
<td>0.878</td>
<td>0.2156</td>
<td>0.288</td>
<td>0.527</td>
<td>1.166</td>
<td>0.8147</td>
<td>1.0303</td>
</tr>
<tr>
<td>4</td>
<td>1.179</td>
<td>0.1669</td>
<td>0.223</td>
<td>0.708</td>
<td>1.402</td>
<td>0.9303</td>
<td>1.0971</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>98</td>
<td>1.211</td>
<td>0.2420</td>
<td>-0.012</td>
<td>0.727</td>
<td>1.199</td>
<td>0.7149</td>
<td>0.9569</td>
</tr>
<tr>
<td>99</td>
<td>1.073</td>
<td>0.2607</td>
<td>0.120</td>
<td>0.644</td>
<td>1.194</td>
<td>0.7643</td>
<td>1.0250</td>
</tr>
<tr>
<td>100</td>
<td>1.198</td>
<td>0.2229</td>
<td>0.085</td>
<td>0.719</td>
<td>1.283</td>
<td>0.8038</td>
<td>1.0266</td>
</tr>
<tr>
<td>Avg</td>
<td>1.041</td>
<td>0.1948</td>
<td>0.179</td>
<td>0.625</td>
<td>1.220</td>
<td>0.8034</td>
<td>0.9982</td>
</tr>
<tr>
<td>SE</td>
<td>0.039</td>
<td>0.0063</td>
<td>0.024</td>
<td>0.023</td>
<td>0.017</td>
<td>0.0068</td>
<td>0.0061</td>
</tr>
</tbody>
</table>

Table 3.1: Estimates of the parameters for GARCH(1,1) model with values of parameters $\alpha_0 = 1, \alpha_1 = 0.2$ and $\beta_1 = 0.2$ from the $m = 100$ samples of Monte Carlo studies (incomplete table). Each sample has 500 observations. The estimated averages and estimated standard errors are shown in the last two rows.
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Figure 3.2: Four time series plots of typical observations $X_t$ and the corresponding $h_t$ from the stationary GARCH(1, 1) model with the values of parameters $\alpha_0 = 1, \alpha_1 = 0.2$ and $\beta_1 = 0.2$. 
Note that there are two negative estimates of $\hat{\beta}_1$ from samples 2 and 98. As mentioned above, this is possible because no restriction has been imposed on the range of the estimates during the “maximization”. We will see how often this happens in Section 3.6.2.

The averages of the three estimates for GARCH(1, 1) with initial values of parameters $\alpha_0 = 1, \alpha_1 = 0.2$ and $\beta_1 = 0.2$ from the 100 Monte Carlo samples are shown in Table 3.2 together with their estimated standard errors and mean square errors (MSE). For large $T$, maximum likelihood estimates are normally distributed to high approximation. Using this, we see that all three estimates are not statistically different from their true values at the 5% significance level.

<table>
<thead>
<tr>
<th>Estimates</th>
<th>True Values</th>
<th>True Values</th>
<th>Estimated Expected Values</th>
<th>Estimated Standard Errors</th>
<th>Estimated MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\alpha}_0$</td>
<td>1.000</td>
<td>1.041</td>
<td>0.039</td>
<td>0.151</td>
<td></td>
</tr>
<tr>
<td>$\hat{\alpha}_1$</td>
<td>0.200</td>
<td>0.195</td>
<td>0.006</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_1$</td>
<td>0.200</td>
<td>0.179</td>
<td>0.024</td>
<td>0.059</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Averages, standard errors and mean squared errors (MSE) of the estimates for GARCH(1, 1) model with values of parameters $\alpha_0 = 1, \alpha_1 = 0.2$ and $\beta_1 = 0.2$.

### 3.5.2 Identifiability of parameters

The estimated variance-covariance matrix and the correlation matrix of the three parameter estimates and four sums are shown in Table 3.3. Note that the variance of $\hat{\alpha}_0 + \hat{\beta}_1$ is significantly smaller than the individual variances of $\hat{\alpha}_0$ and $\hat{\beta}_1$: 0.028 as opposed to 0.149 and 0.058. Recall that for any two arbitrary random variables $U$ and $V$, the variance of their sum is:

$$Var(U + V) = Var(U) + Var(V) + 2Cov(U, V).$$

This suggests a negative association between the two estimates $\hat{\alpha}_0$ and $\hat{\beta}_1$ which can be seen from the value of the Pearson correlation coefficient, -0.96, in the correlation matrix, Table 3.3. This fact is further illustrated by the scatter plot between $\hat{\alpha}_0$ and
### Variance-Covariance Matrix

<table>
<thead>
<tr>
<th></th>
<th>(\hat{\alpha}_0)</th>
<th>0.149</th>
<th>0.005</th>
<th>-0.089</th>
<th>0.089</th>
<th>0.060</th>
<th>-0.000</th>
<th>0.004</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\alpha}_1)</td>
<td>0.005</td>
<td>0.004</td>
<td>-0.005</td>
<td>0.003</td>
<td>-0.001</td>
<td>-0.002</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>(\hat{\beta}_1)</td>
<td>-0.089</td>
<td>-0.005</td>
<td>0.058</td>
<td>-0.054</td>
<td>-0.031</td>
<td>0.005</td>
<td>-0.001</td>
<td></td>
</tr>
<tr>
<td>(\hat{\alpha}_0/\sigma^2)</td>
<td>0.089</td>
<td>0.003</td>
<td>-0.054</td>
<td>0.054</td>
<td>0.036</td>
<td>0.028</td>
<td>0.005</td>
<td>0.004</td>
</tr>
<tr>
<td>(\hat{\alpha}_0 + \hat{\beta}_1)</td>
<td>0.060</td>
<td>-0.001</td>
<td>-0.031</td>
<td>0.036</td>
<td>0.028</td>
<td>0.005</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td>(\hat{\alpha}_0/\sigma^2 + \hat{\beta}_1)</td>
<td>-0.000</td>
<td>-0.002</td>
<td>0.005</td>
<td>0.000</td>
<td>0.005</td>
<td>0.005</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>(\hat{\alpha}_0/\sigma^2 + \hat{\alpha}_1 + \hat{\beta}_1)</td>
<td>0.004</td>
<td>0.002</td>
<td>-0.001</td>
<td>0.003</td>
<td>0.004</td>
<td>0.002</td>
<td>0.004</td>
<td></td>
</tr>
</tbody>
</table>

### Correlation Matrix

<table>
<thead>
<tr>
<th></th>
<th>(\hat{\alpha}_0)</th>
<th>1.00</th>
<th>0.18</th>
<th>-0.96</th>
<th>1.00</th>
<th>0.91</th>
<th>-0.00</th>
<th>0.19</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\alpha}_1)</td>
<td>0.18</td>
<td>1.00</td>
<td>-0.34</td>
<td>0.18</td>
<td>-0.07</td>
<td>-0.58</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>(\hat{\beta}_1)</td>
<td>-0.96</td>
<td>-0.34</td>
<td>1.00</td>
<td>-0.96</td>
<td>-0.76</td>
<td>0.28</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td>(\hat{\alpha}_0/\sigma^2)</td>
<td>1.00</td>
<td>0.18</td>
<td>-0.96</td>
<td>1.00</td>
<td>0.91</td>
<td>-0.00</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>(\hat{\alpha}_0 + \hat{\beta}_1)</td>
<td>0.91</td>
<td>-0.07</td>
<td>-0.76</td>
<td>0.91</td>
<td>1.00</td>
<td>0.40</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>(\hat{\alpha}_0/\sigma^2 + \hat{\beta}_1)</td>
<td>-0.00</td>
<td>-0.58</td>
<td>0.28</td>
<td>-0.00</td>
<td>0.40</td>
<td>1.00</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>(\hat{\alpha}_0/\sigma^2 + \hat{\alpha}_1 + \hat{\beta}_1)</td>
<td>0.19</td>
<td>0.40</td>
<td>-0.04</td>
<td>0.19</td>
<td>0.39</td>
<td>0.52</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Variance-covariance matrix and the correlation matrix for estimates from 100 Monte Carlo samples of size 500 from the GARCH(1, 1) model with parameters \(\alpha_0 = 1, \alpha_1 = 0.2\) and \(\beta_1 = 0.2\). Note that \(\sigma^2 = \alpha_0/(1 - \alpha_1 - \beta_1)\).
Figure 3.3: Scatter plot between $\hat{\alpha}_0$ and $\hat{\beta}_1$ from GARCH(1, 1) model with values of parameters $\alpha_0 = 1$, $\alpha_1 = 0.2$ and $\beta_1 = 0.2$. Note that $a_0$ and $b_1$ are used in the plot instead of $\hat{\alpha}_0$ and $\hat{\beta}_1$ respectively.
\( \hat{\beta}_1 \) shown in Figure 3.3 where the points are close to a straight line with negative slope.

Notice also that the variance \( V(\hat{\alpha}_0/\sigma^2 + \hat{\beta}_1) \) is much less than the respective variances \( V(\hat{\alpha}_0/\sigma^2) \) and \( V(\hat{\beta}_1) \). This can be explained by the fact that these two parameters are approximately non-identifiable. Recall from (3.2) that \( h_t \) is expressed as
\[
h_t = \alpha_0 + \alpha_1 X_{t-1}^2 + \beta_1 h_{t-1}.
\]
Multiplying \( \alpha_0 \) by \( h_{t-1} \) and dividing it by \( E(h_{t-1}) \) gives approximately the same value of \( \alpha_0 \). Thus, \( h_t \) can be written as:
\[
h_t \approx \frac{\alpha_0}{\sigma^2} h_{t-1} + \alpha_1 X_{t-1}^2 + \beta_1 h_{t-1}
= \frac{\alpha_0}{\sigma^2} h_{t-1} + \alpha_1 X_{t-1}^2 + \beta_1 h_{t-1}
= \left(\frac{\alpha_0}{\sigma^2} + \beta_1\right) h_{t-1} + \alpha_1 X_{t-1}^2.
\]
The sum \( \alpha_0/\sigma^2 + \beta_1 \) is a constant and can be considered as a single parameter. Therefore, the parameters \( \alpha_0 \) and \( \beta_1 \) are approximately non-identifiable. (If \( \alpha_1 = 0 \), then \( \alpha_0 \) and \( \beta_1 \) are exactly non-identifiable and \( \alpha_0/\sigma^2 + \beta = 1 \).)

Another interesting fact from Table 3.1 is that \( \hat{\alpha}_0/\sigma^2 + \hat{\alpha}_1 + \hat{\beta}_1 \) is very close to one (0.998) and the variance of this sum is very small (0.004) compared with the variances of the individual terms. Hull (1999) mentioned that the long-term volatility \( \sigma^2 \) could be incorporated directly into the constant term \( \alpha_0 \) of the GARCH(1, 1) model. Suppose \( \alpha_0 = \gamma \sigma^2 \), then
\[
h_t = \gamma \sigma^2 + \alpha_1 X_{t-1}^2 + \beta_1 h_{t-1};
\]
taking expectation, we have that
\[
\sigma^2 = E(h_t) = \gamma \sigma^2 + \alpha_1 \sigma^2 + \beta_1 \sigma^2
\]
and therefore \( \gamma + \alpha_1 + \beta_1 = 1 \). Thus
\[
\frac{\alpha_0}{\sigma^2} + \alpha_1 + \beta_1 = 1
\]
which explains why the variance of \( \frac{\hat{\alpha}_0}{\sigma^2} + \hat{\alpha}_1 + \hat{\beta}_1 \) is so small.
3.6 Results from Further Simulations

3.6.1 Characteristics and Behaviour of the Estimates

We have discussed the GARCH(1,1) model with the true values of parameters $\alpha_0 = 1, \alpha_1 = 0.2$ and $\beta_1 = 0.2$. Further Monte Carlo studies have been done with various combinations of the parameters $\alpha_1$ and $\beta_1$. Table 3.4 gives the averages and

<table>
<thead>
<tr>
<th>True Values</th>
<th>Estimated Averages</th>
<th>Estimated Root Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>$\hat{\alpha}_0$</td>
<td>$\hat{\alpha}_1$</td>
</tr>
<tr>
<td>0.00 0.00</td>
<td>1.13 0.01</td>
<td>-0.14</td>
</tr>
<tr>
<td>0.00 0.20</td>
<td>1.22 0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>0.00 0.30</td>
<td>1.10 0.01</td>
<td>0.24</td>
</tr>
<tr>
<td>0.00 0.50</td>
<td>1.42 0.00</td>
<td>0.30</td>
</tr>
<tr>
<td>0.00 0.70</td>
<td>1.26 -0.00</td>
<td>0.62</td>
</tr>
<tr>
<td>0.10 0.00</td>
<td>1.06 0.10</td>
<td>-0.07</td>
</tr>
<tr>
<td>0.10 0.20</td>
<td>1.25 0.10</td>
<td>0.03</td>
</tr>
<tr>
<td>0.10 0.30</td>
<td>1.22 0.09</td>
<td>0.17</td>
</tr>
<tr>
<td>0.10 0.50</td>
<td>1.19 0.10</td>
<td>0.42</td>
</tr>
<tr>
<td>0.10 0.70</td>
<td>1.14 0.10</td>
<td>0.67</td>
</tr>
<tr>
<td>0.20 0.00</td>
<td>1.11 0.19</td>
<td>-0.08</td>
</tr>
<tr>
<td>0.20 0.20</td>
<td>1.08 0.19</td>
<td>0.16</td>
</tr>
<tr>
<td>0.20 0.30</td>
<td>1.06 0.18</td>
<td>0.27</td>
</tr>
<tr>
<td>0.20 0.50</td>
<td>1.10 0.20</td>
<td>0.47</td>
</tr>
<tr>
<td>0.20 0.70</td>
<td>1.14 0.21</td>
<td>0.68</td>
</tr>
<tr>
<td>0.30 0.00</td>
<td>1.04 0.29</td>
<td>-0.02</td>
</tr>
<tr>
<td>0.30 0.20</td>
<td>1.01 0.28</td>
<td>0.21</td>
</tr>
<tr>
<td>0.30 0.30</td>
<td>1.00 0.30</td>
<td>0.29</td>
</tr>
<tr>
<td>0.30 0.50</td>
<td>1.17 0.29</td>
<td>0.46</td>
</tr>
<tr>
<td>0.40 0.00</td>
<td>1.07 0.40</td>
<td>-0.03</td>
</tr>
<tr>
<td>0.40 0.20</td>
<td>1.12 0.40</td>
<td>0.15</td>
</tr>
<tr>
<td>0.40 0.30</td>
<td>0.97 0.39</td>
<td>0.31</td>
</tr>
<tr>
<td>0.40 0.50</td>
<td>1.09 0.40</td>
<td>0.47</td>
</tr>
<tr>
<td>0.50 0.00</td>
<td>1.05 0.47</td>
<td>-0.00</td>
</tr>
<tr>
<td>0.50 0.20</td>
<td>1.07 0.47</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 3.4: Estimated averages and root mean squares of $m = 50$ Monte Carlo samples with different values of parameters. The value of $\alpha_0$ is one.
the root mean squares of the estimates of the parameters with fixed $\alpha_0 = 1$, and $\alpha_1$ and $\beta_1$ varying. When $\alpha_1 = 0$, we expect $\alpha_0$ and $\beta_1$ to be non-identifiable. This is demonstrated in the table (top 5 rows), where in general there is a marked bias in $\hat{\alpha}_0$ and $\hat{\beta}_1$. The phenomenon occurs again for low $\alpha_1$, but diminishes as $\alpha_1 \to 0.50$.

### 3.6.2 Negative estimates

It was seen from Table 3.4 that it is possible to obtain negative values for the estimates $\hat{\alpha}_1$ and $\hat{\beta}_1$, although this is not allowed from the definition (3.2) of the GARCH(1, 1) model. Therefore, it seems appropriate to record how often such negative values occur.

Table 3.5 gives the probability of the negative estimates for various combinations of the parameters and for different numbers of the Monte Carlo samples. It is interesting to see that there is one Monte Carlo sample out of 200 for which the estimated mean of $\hat{\alpha}_0$ is less than zero when $\hat{\alpha}_1$ and $\hat{\beta}_1$ are set to 0.00 and 0.20. It is also noted that $\alpha_1$ is positive in general, except when its true value is set to zero. In addition, it is very likely for $\beta_1$ to have negative estimates regardless of the true values used. This can also be seen from the scatter plot in Figure 3.3 where about 20% of the points falls below the line $\hat{\beta}_1 = 0$.

A second set of Monte Carlo samples was analyzed, using restrictions on the estimates at each stage of the iterative procedure, as follows:

$$\hat{\alpha}_0 > 0, \quad \hat{\alpha}_1 \geq 0, \quad \hat{\beta}_1 \geq 0 \quad \text{and} \quad \hat{\alpha}_1 + \hat{\beta}_1 < 1.$$ 

In Table 3.6, the two sets of estimates (those with no restrictions and those with restrictions) are compared. The table also shows the differences between the averages of the estimates. In general, restriction does not affect the estimate $\hat{\alpha}_0$ as much as it does $\hat{\alpha}_1$ and $\hat{\beta}_1$. 
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### Table 3.5: Probabilities of different estimates from GARCH(1, 1) models having negative values for various combinations of true parameters $\alpha_1$ and $\beta_1$ and different numbers $m$ of Monte Carlo samples. Note that $\alpha_0 = 1$. Each sample has 500 observations.

<table>
<thead>
<tr>
<th>$\alpha_1$</th>
<th>$\beta_1$</th>
<th>$m$</th>
<th>$P(\hat{\alpha}_0 &lt; 0)$</th>
<th>$P(\hat{\alpha}_1 &lt; 0)$</th>
<th>$P(\hat{\beta}_1 &lt; 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.20</td>
<td>20</td>
<td>0.000</td>
<td>0.000</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>0.000</td>
<td>0.000</td>
<td>0.180</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.000</td>
<td>0.000</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>0.000</td>
<td>0.000</td>
<td>0.175</td>
</tr>
<tr>
<td>0.20</td>
<td>0.00</td>
<td>20</td>
<td>0.000</td>
<td>0.000</td>
<td>0.500</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>0.000</td>
<td>0.000</td>
<td>0.520</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.000</td>
<td>0.010</td>
<td>0.610</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>0.000</td>
<td>0.005</td>
<td>0.570</td>
</tr>
<tr>
<td>0.00</td>
<td>0.20</td>
<td>20</td>
<td>0.000</td>
<td>0.550</td>
<td>0.500</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>0.000</td>
<td>0.500</td>
<td>0.360</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.000</td>
<td>0.590</td>
<td>0.470</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>0.005</td>
<td>0.600</td>
<td>0.300</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\alpha_1$</th>
<th>$\beta_1$</th>
<th>$m$</th>
<th>$\hat{\alpha}_0$</th>
<th>$\hat{\alpha}_1$</th>
<th>$\hat{\beta}_1$</th>
<th>$D$</th>
<th>$\hat{\alpha}_0^*$</th>
<th>$\hat{\alpha}_1^*$</th>
<th>$\hat{\beta}_1^*$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.20</td>
<td>20</td>
<td>0.90</td>
<td>1.09</td>
<td>-0.19</td>
<td>0.18</td>
<td>0.18</td>
<td>-0.00</td>
<td>0.27</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>0.89</td>
<td>1.01</td>
<td>-0.12</td>
<td>0.18</td>
<td>0.20</td>
<td>-0.02</td>
<td>0.27</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.00</td>
<td>0.96</td>
<td>0.04</td>
<td>0.20</td>
<td>0.19</td>
<td>0.01</td>
<td>0.20</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>1.00</td>
<td>1.04</td>
<td>-0.04</td>
<td>0.19</td>
<td>0.19</td>
<td>0.00</td>
<td>0.21</td>
<td>0.19</td>
</tr>
<tr>
<td>0.20</td>
<td>0.00</td>
<td>20</td>
<td>0.99</td>
<td>0.89</td>
<td>0.10</td>
<td>0.19</td>
<td>0.19</td>
<td>0.00</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>0.99</td>
<td>0.87</td>
<td>0.12</td>
<td>0.19</td>
<td>0.18</td>
<td>0.01</td>
<td>-0.00</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.03</td>
<td>0.91</td>
<td>0.12</td>
<td>0.19</td>
<td>0.19</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>1.03</td>
<td>0.92</td>
<td>0.11</td>
<td>0.19</td>
<td>0.18</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>0.00</td>
<td>0.20</td>
<td>20</td>
<td>1.17</td>
<td>0.86</td>
<td>0.31</td>
<td>-0.01</td>
<td>0.02</td>
<td>-0.03</td>
<td>0.08</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>1.03</td>
<td>0.89</td>
<td>0.14</td>
<td>-0.00</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.17</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.22</td>
<td>0.91</td>
<td>0.31</td>
<td>-0.01</td>
<td>0.02</td>
<td>-0.03</td>
<td>0.02</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>0.94</td>
<td>0.96</td>
<td>-0.02</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.26</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 3.6: Average estimates of parameters from GARCH(1, 1) models with and without restrictions imposed during the estimation and their differences for various combinations of true parameters $\alpha_1$ and $\beta_1$. Each Monte Carlo sample has 500 observations. $D$ is the difference between the two sets of estimates. The restricted estimates are denoted by “$*$”.
Chapter 4

Data Analysis

We first discuss the dataset Standard & Poor’s 500 Stock Price Index in Section 4.1. Then we fit the ARCH(1) model to the dataset in Section 4.2. The GARCH(1,1) model is used to obtain a better fit to the dataset and subsequently, the diagnostic checking on the fit is discussed in Section 4.4.

4.1 Data Description

The dataset being considered in this chapter is taken from the Standard & Poor’s (S&P) 500 Stock Price Index from Jan 2, 1990 to Dec 29, 2000 which has $T = 2780$ observations. It measures the performance of 500 of the largest companies in the U.S., diversified by different industries.

Let $Y_t$ be the value of the S&P 500 Stock Price Index at time $t$ for $t = 0, \ldots, T - 1$. Figure 4.1 shows the time series plot of $Y_t$ during the above period.

Let $X_t$ be the continuously compounded returns for the S&P 500 Stock Price Index, defined by $X_t = \log(Y_{t+1}/Y_t)$ for $t = 0, \ldots, T - 2$. This is sometimes referred to as
Figure 4.1: Time series plot of the S&P 500 Stock Price Index $Y_t$ from Jan 2, 1990 to Dec 29, 2000.

Figure 4.2: Time series plot of the continuously compounded returns $X_t$ for S&P 500 Stock Price Index from Jan 2, 1990 to Dec 29, 2000.
the log difference of the stock price index; it has only $T-1 = 2779$ observations. The time series plot of $X_t$ is given in Figure 4.2.

Some summary statistics of the $X_t$ are shown in Table 4.1. As expected, the average of the returns $X_t$ is slightly positive since the stock price index $Y_t$, from Figure 4.1, definitely has an upward trend. (In the model fitting which follows, we have not subtracted the mean. However, analysis of the series $X_t - \bar{X}$ gives very similar results to those obtained below.) The skewness coefficient is -0.29 which suggests that $X_t$ is slightly left skewed; the density plot of $X_t$ in Figure 4.3 obtained by plotting the $x$- and $y$-coordinates from the output of S-Plus function \textit{density} agrees with this skewness coefficient. The value of the kurtosis is greater than 3, meaning that it has an heavier tail than the standard normal distribution; this can also be shown from the normal probability plot in Figure 4.4.

<table>
<thead>
<tr>
<th>Estimates</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.00047</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.00946</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.29108</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>7.72087</td>
</tr>
</tbody>
</table>

Table 4.1: Summary statistics of the continuously compounded returns $X_t$ for S&P 500 Stock Price Index.

Figure 4.5 shows the plot of the autocorrelation function for $X_t$ using the function \textit{acf} in S-Plus. There is only weak dependence between the $X_t$ since most of the autocorrelation coefficients at different time lags are within the approximate 95\% limits (the dotted lines).

Miller (1979) mentioned that the residuals of a fitted ARMA model did not appear to be autocorrelated but the squared residuals seemed to be significantly correlated. Therefore, it seems reasonable to consider the volatility (or variability) of the $X_t$. Since the mean is almost zero, we consider the autocorrelation function plot of $X_t^2$; and this is shown in Figure 4.6. It shows that there is a substantial dependence
Figure 4.3: Density plot of the continuously compounded returns $X_t$ for S&P 500 Stock Price Index.

Figure 4.4: Normal probability plot of the continuously compounded returns $X_t$ for S&P 500 Stock Price Index.
Figure 4.5: Autocorrelation function plot for the continuously compounded returns \(X_t\) of the S&P 500 Stock Price Index.

Figure 4.6: Autocorrelation function plot for the squared continuously compounded returns \(X_t^2\) of the S&P 500 Stock Price Index.
between $X_t^2$ because all of the autocorrelation coefficients of $X_t^2$ are above the approximate 95% limit. Therefore, it seems appropriate to see how a GARCH(1, 1) model fits $X_t$.

### 4.2 Fitting ARCH(1) Models and Diagnostics

Before we fit the GARCH(1, 1) model, it is interesting to fit a simpler ARCH(1) model defined in (2.8). The discussion on the procedures used will be brief in this section, but it will be detailed in Sections 4.3 and 4.4.

The iterative method for estimation is similar to Section 3.4.1. The function *nlminb* from S-Plus is used to perform the maximum likelihood estimation. However, we will have to guess the initial values of the parameters to start the estimation; thus $\alpha_0 = 1.00$ and $\alpha_1 = 0.20$ are used\(^1\). The estimates obtained are $\hat{\alpha}_0 = 7.2 \times 10^{-5}$ and $\hat{\alpha}_1 = 2.1 \times 10^{-1}$.

After we have fit the ARCH(1) model, it is appropriate to examine how well the model fits the data. Recall that $X_t = Z_t \sqrt{\hat{h}_t}$ where $Z_t$ are iid standard normal random variables. Thus, if the ARCH(1) model is appropriate, then $X_t/\sqrt{\hat{h}_t}$ should exhibit the behaviour of white noise, though the mean might not be zero.

Using the estimates $\hat{\alpha}_0$ and $\hat{\alpha}_1$, we can compute the estimated conditional variance $\hat{h}_t$ for ARCH(1) models defined as:

$$
\hat{h}_t = \hat{\alpha}_0 + \hat{\alpha}_1 X_{t-1}^2 \quad \text{for} \quad t = 1, \ldots, T - 2.
$$

The estimated conditional variance $\hat{h}_t$ is then used to compute the residuals $\hat{Z}_t = X_t/\sqrt{\hat{h}_t}$ for diagnostic purposes.

---

\(^1\)Different combinations of initial values of parameters are also used but they all give estimates which converge to the same estimates given above.
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Figure 4.7 gives the normal probability plot for the residuals $\hat{Z}_t$ after fitting the ARCH(1) model. It shows substantial signs of heavier tails than the standard normal distribution. We examine further by looking at the autocorrelation function plot of the square of the residuals $\hat{Z}_t^2 = X_t^2/\hat{h}_t$ in Figure 4.8. It shows that there is still some autocorrelation among the squared residuals as more than half of the autocorrelation coefficients at different lags are outside the approximate 95% limits.

Figure 4.7: Normal probability plot for the residuals $\hat{Z}_t = X_t/\sqrt{\hat{h}_t}$ of the S&P 500 Stock Price Index using ARCH(1).
Figure 4.8: Autocorrelation function plot for the squared residuals $\tilde{Z}_t^2 = X_t^2/\hat{h}_t$ of the S&P 500 Stock Price Index using ARCH(1) model.

### 4.2.1 Ljung-Box $Q$-Statistic

In addition to the visual inspection of the plotted autocorrelation function, the Ljung-Box $Q$-statistic is used for diagnostic checking. The Ljung-Box $Q$-statistic (Ljung and Box, 1978) is defined by:

$$Q = n(n + 2) \sum_{j=1}^{K} \frac{r_j^2}{(n - j)}$$

where $n$ is the number of observations, $K$ is the largest lag used and $r_j$ is the sample autocorrelation function at lag $j$ of an appropriate time series $X_t$, for example. Statistic $r_j$ for $X_t$ is then defined as

$$r_j = \frac{1}{n} \sum_{t=j+1}^{n} (X_t - \bar{X})(X_{t-j} - \bar{X}) / \sum_{t=1}^{n} (X_t - \bar{X})^2$$

where $\bar{X} = \frac{1}{n} \sum_{t=1}^{n} X_t$. 

The number of observations $n$ is $T - 2 = 2778$ and largest lag $K$ is 34 in this case. When fitting ARMA($p$, $q$) models to data and testing the residuals to see if they are approximately white noise, under the null hypothesis that the series is ARMA($p$, $q$), $Q$ has approximately the $\chi^2$ distribution with $(K - p - q)$ degrees of freedom.

The $Q$-statistic is a modification of the Box-Pierce test statistic (Box and Pierce, 1970); this was suggested for testing AR, MA and ARMA models. Both test statistics are based on the calculation of the sample autocorrelation function for the residuals $\hat{e}_t$ from those models. McLeod and Li (1983) argued that a similar test statistic based on different calculations using the autocorrelation function will be more useful for small sample applicability; it is defined as

$$Q^* = n(n + 2) \sum_{j=1}^{K} \frac{r_j^*}{(n-j)} \sim \chi_K^2$$

and $r_j^*$ is

$$r_j^* = \sum_{t=j+1}^{n} (\hat{\varepsilon}_t^2 - \bar{\varepsilon})(\hat{\varepsilon}_{t-j}^2 - \bar{\varepsilon}) / \sum_{t=1}^{n} (\hat{\varepsilon}_t^2 - \bar{\varepsilon})^2$$

where $\bar{\varepsilon} = \frac{1}{n} \sum_{t=1}^{n} \hat{\varepsilon}_t$. Li and Mak (1994) suggested the applicability of $Q^*$ to the heteroscedastic time series models. For example, the test statistic for an ARCH($q$) models is

$$\tilde{Q} = n \sum_{j=q+1}^{K} \tilde{r}_j^2 \sim \chi_{(K-q)}^2$$

where $\tilde{r}_j$ is a function of the squared residuals $\hat{Z}_t^2 = X_t^2/\hat{h}_t$ and is defined as:

$$\tilde{r}_j = \sum_{t=j+1}^{n} (\hat{Z}_t^2 - \bar{Z})(\hat{Z}_{t-j}^2 - \bar{Z}) / \sum_{t=1}^{n} (\hat{Z}_t^2 - \bar{Z})^2$$

and

$$\bar{Z} = \frac{1}{n} \sum_{t=1}^{n} \hat{Z}_t^2 = \frac{1}{n} \sum_{t=1}^{n} X_t^2/\hat{h}_t.$$

Since $E(X_t^2/\hat{h}_t) = 1$ and the sample autocorrelation function can also be defined as

$$\tilde{r}_j = \sum_{t=j+1}^{n} (\hat{Z}_t^2 - 1)(\hat{Z}_{t-j}^2 - 1) / \sum_{t=1}^{n} (\hat{Z}_t^2 - 1)^2.$$
Ling and Li (1997) further extended the idea to the multivariate heteroscedastic time series context. Alternative diagnostic test for ARCH($q$) models was proposed by Hong and Shehadeh (1999); it is based on the weighted sum of the squared sample autocorrelations of the squared residuals, with more weight being put in the terms of smaller lags. Horváth and Kokoszka (2001) developed the asymptotic theory for the linear statistic of sample autocorrelations of the squared residuals from an ARCH($q$) model.

In our ARCH($q$) context, we do not have enough knowledge about the large sample theory of the Ljung-Box $Q$-statistic and hence do not know much about its behaviour. Nonetheless, we proceed by analogy, and suppose the Ljung-Box $Q$-statistic has the $\chi^2$ distribution with $(K - q)$ degrees of freedom. The critical value for $\chi^2(34-1) = \chi^2_{33}$ with a 95$^{th}$ percentile of 47.4.

Alternatively, Monte Carlo simulations could be used to find the exact $p$-value of the Ljung-Box $Q$-statistic for the ARCH(1) model. This can be done by generating, say, 1000 Monte Carlo samples from the ARCH(1) models using the estimated parameters $\hat{\alpha}_0$ and $\hat{\alpha}_1$ and then computing the $Q$-statistic for each sample. The sample $p$-value, or the probability of the number of samples which are as extreme or more extreme than our $Q$-statistic can be found, and we can see how well the ARCH(1) actually fits the data.

The Ljung-Box $Q$-statistic for $X_t^2$ is 893 (using the $\chi^2$ approximation, the $p$-value $\approx 0$) and this shows strong evidence of autocorrelation for the series $X_t^2$. Further, the Ljung-Box $Q$-statistic for the squared residuals $\hat{Z}_t^2 = X_t^2/\hat{h}_t$ after fitting the ARCH(1) is 375 ($p$-value $\approx 0$). Clearly, this model does not adequately explain the S&P 500 Stock Price Index based on the normal probability plot and the $Q$-statistic, so we now try the GARCH(1, 1) model.
4.3 Fitting GARCH(1, 1) Models

As in Section 4.2, we first estimate the parameters, namely \( \alpha_0 \), \( \alpha_1 \) and \( \beta_1 \), for the GARCH(1, 1) model, then compute the series \( \hat{h}_t \) and do some diagnostics on the fit.

The initial values of the estimates used are \( \hat{\alpha}_0 = 0.01 \), \( \hat{\alpha}_1 = 0.05 \) and \( \hat{\beta}_1 = 0.90 \), based on previous studies by Engle and Patton (2001), Hull (2000) and others. After 29 iterations, those estimates converge to the results shown in Table 4.2.

<table>
<thead>
<tr>
<th>Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\alpha}_0 )</td>
</tr>
<tr>
<td>( \hat{\alpha}_1 )</td>
</tr>
<tr>
<td>( \hat{\beta}_1 )</td>
</tr>
</tbody>
</table>

Table 4.2: Estimated parameters of \( X_t \) for GARCH(1, 1) model.

Since \( h_t \) is defined from the previous \( X_t \) and \( h_t \), we will start the estimated conditional variance series \( \hat{h}_t \) at \( t = 1 \). Also, we could have substituted \( h_1 \) by its own expected value. However, the expected value is not directly observed and we will use the observed \( X_0^2 \) instead, as the unconditional expected values of \( X_t^2 \) and \( h_t \) are equal. Then we compute \( \hat{h}_t \) for \( t = 2, \ldots, T - 1 \) recursively using the formula below with the estimates for \( \alpha_0 \), \( \alpha_1 \) and \( \beta_1 \):

\[
\hat{h}_t = \hat{\alpha}_0 + \hat{\alpha}_1 X^2_{t-1} + \hat{\beta}_1 \hat{h}_{t-1}.
\]

Some of the \( X_t \) and estimated \( \hat{h}_t \) are displayed in Table 4.3.

Figure 4.9 shows the time series plot for this estimated series of conditional variance \( \hat{h}_t \). Notice that the estimated volatility is high for some periods and low for other periods. Recall that \( \hat{\beta}_1 \) is close to one and \( \hat{\alpha}_0 \) and \( \hat{\alpha}_1 \) are small. Since \( \hat{h}_t = \hat{\alpha}_0 + \hat{\alpha}_1 X^2_{t-1} + \hat{\beta}_1 \hat{h}_{t-1} \), we see that \( \hat{h}_t \) tends to be close to \( \hat{h}_{t-1} \). In other words, large values of \( h_t \) are clustered together and so are the small values of \( h_t \).
Table 4.3: Values of the S&P 500 Stock Price Index $Y_t$, the continuously compounded returns $X_t$, the estimated conditional variance $\hat{h}_t$ and standard deviation $\sqrt{\hat{h}_t}$ based on the estimates $\hat{\alpha}_0$, $\hat{\alpha}_1$ and $\hat{\beta}_1$ from Table 4.2 for GARCH(1,1) models.

Figure 4.9: Time series plot for the estimated conditional variance $\hat{h}_t$ derived recursively from $X_t$ and the estimated parameters $\hat{\alpha}_0$, $\hat{\alpha}_1$ and $\hat{\beta}_1$ from Table 4.2.
4.4 Diagnostics for the GARCH(1, 1) Models

After we have fit the model, it is appropriate to examine how well the GARCH(1, 1) model fits the data. Figure 4.10 gives the normal probability plot for the residuals $\hat{Z}_t = X_t / \sqrt{h_t}$. It still shows that the new model has heavier tails than the standard normal distribution. As before, we then examine the autocorrelation function plot for the squared residuals $\hat{Z}_t^2 = X_t^2 / \hat{h}_t$ shown in Figure 4.11. It seems there is not much dependence amongst $\hat{Z}_t^2$.

Figure 4.10: Normal probability plot for the residuals $\hat{Z}_t = X_t / \sqrt{h_t}$ of the S&P 500 Stock Price Index using GARCH(1, 1).

In addition, we also use the Ljung-Box $Q$-statistic to assess the fit. The number of observations $n$ is $T - 2 = 2778$ and largest lag used $K$ is 34 in this case. As for the ARCH model, modification of $Q$-statistic has been suggested, but we shall take the original form, and proceed by analogy to the ARMA($p$, $q$) case and suppose the Ljung-Box $Q$-statistic for GARCH($p$, $q$) models has the $\chi^2$ distribution with $(K-p-q)$ degrees of freedom. The critical value for $\chi^2(34-1-1) = \chi^2_{32}$ with a $95^{th}$ percentile of 46.2.
Figure 4.11: Autocorrelation function plot for the squared residuals $\tilde{Z}_t^2 = X_t^2/\hat{h}_t$ of the S&P 500 Stock Price Index using GARCH(1, 1).

The Ljung-Box Q-statistic for the $\tilde{Z}_t^2$ series after fitting the GARCH(1, 1) model is 31.5 (p-value of 0.49), suggesting that there is no significant correlation for the squared residuals $\tilde{Z}_t^2$. The autocorrelation has been substantially removed by the GARCH(1, 1) model.

Moreover, Figure 4.12 shows the p-values obtained by calculating the Ljung-Box Q-statistics at different values of $K$, based on the $\chi^2$ distribution with $(K - p - q)$ degrees of freedom. Note that at $K = 3, 6, 7$ and 8, the p-values are smaller than 0.05. The fact that $K = 3$ gives significance suggests that at least one more parameter is needed in the GARCH model. The higher p-values for $K \geq 9$ may be explained by the fact that using large values of $K$ such as 34 dilutes the power of the Ljung-Box Q-statistic if the true correlation function at lag $j$ is close to zero for higher $j$.

In summary, the GARCH(1, 1) model with estimated parameters $\hat{\alpha}_0 = 4.57 \times 10^{-7}$, $\hat{\alpha}_1 = 5.00 \times 10^{-2}$ and $\hat{\beta}_1 = 9.46 \times 10^{-1}$ fits the log difference $X_t$ of the Standard & Poor’s 500 Stock Price Index reasonably well. However, the significant value of the
autocorrelation of the residuals, for $K = 3$, suggests that models like GARCH(1, 2), GARCH(2, 1) or GARCH(2, 2) might be still more successful in fitting the S&P index than GARCH(1, 1) since the autocorrelation of the residuals would be better modelled.

4.5 Final Remarks

In this project, we have shown how some recently developed models for time series, particularly applicable to financial time series are used. The special feature of the models is that the series volatility is modelled as a function of the previous values of the variable. The simpler forms of the ARCH and GARCH models have been fitted to some financial data. However, many properties of these models are still to be investigated. To assess the fit of the models, various diagnostics have been suggested, but their properties, for example, their ability to detect a wrong model, have not yet been sufficiently studied. This also will provide a major topic of research.
Bibliography


