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Abstract

The rate of concussionshas beenexaminedin elite levels of ice hockey but has yet

to be studied in community, youth hockey in British Columbia where they are also

thought to occur. Due to the relative rarit y of the concussion,a large number of

gamesneedto be observed in order to gain a reliable estimate. This can becomevery

costly if hired peopleareusedto collect this data. Hired peoplearealsolimited in the

amount of follow-up neededto con�rm each concussion.Therefore,a more thorough

and cost e�ective method of data collection is neededin order to obtain reliable rate

estimates.

This project assessesthe use of community volunteers as a valid sourceof data

collection while examining the e�ect on concussionrate due to player ageand abil-

it y. Concussionrates are modeled using generalestimating equationscoupled with

an adjusted AIC, usedfor quasi-likelihood techniques. While current results are in-

conclusive, a new study design is proposedwhich will be both cost-e�ective, while

adjusting for the possibility that community volunteersunder report the true number

of concussions.
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Chapter 1

In tro duction

There is an inherent risk of injury when playing any sport. In ice hockey, one such

injury is the concussion,whoselevel of risk is becomingof great interest to the sports

medicine�eld. Recent scienti�c and anecdotalevidencehas indicated that long term

cognitive de�cits can occur as a result of sustainingone(or many) concussions.Pre-

vious studies have shown that concussionsdo occur at the highest skill levels such

as the National Hockey League(NHL) (Wennberg and Tator, 2003) and the Cana-

dian Junior Hockey League(CJHL) (Goodman et al., 2001). At these elite levels,

each team hasa trainer and a�liated physician who are responsiblefor player injury

management. Players often do not have this direct accessto medical care at lower

skill levels. Concussionsare thought to occur at these lower levels and, with more

than 500,000minor (youth) hockey players currently registeredwith Hockey Canada

(Hockey Canadaweb-site,2003),this group is of speci�c concern.Yet the concussion

rate for theseyoung players is unknown.

At the present time, the Motor Behaviour Laboratory (MBL) researchers in the

School of Kinesiology at Simon Fraser University are examining the issue of con-

cussionsas well as promoting awarenessthroughout the minor hockey community

in British Columbia. Part of the program to increaseawarenessincludes providing

evidencethat concussionsareactually occurring at this level. By providing reliablees-

timates of the concussionrate in minor hockey, the MBL researcherscanwork towards

reducingthis rate while making hockey a saferand moreenjoyablegame. Along these
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lines,educationalinterventions designedto teach playersconcussionsymptomsaswell

asinjury management and return to play guidelinesarecurrently under development.

In addition, researchers are collecting data regarding the typesof mechanismsasso-

ciated with concussionsso that players, coaches and parents can be made aware of

high risk situations.

In our e�orts to reducethe risk of concussion,this project hastwo steps. Onestep

is to obtain estimatesof the concussionrate at the minor hockey level. The second

step is to designa method of obtaining theseestimatesthat can be used in future

seasons.Thesestepswill enableus to determineif e�orts to inform the community on

the e�ects of concussionare accompaniedwith a reduction of the rate of concussion

over time.

1.1 Study Ob jectiv es

In order to gaina preciseestimateof the concussionrate, a largesampleof gamesneeds

to be observed due to the relative rarit y of concussions.To hire peopleto observe all

gamesand report concussionswould be extremely costly in terms of both moneyand

time. Another option is to exploit a resourcealready in attendanceat most games.

This resourceis hockey parents. Parents of players,asa whole, are a very supportive

group of people. They watch the majorit y of their children's games(usually because

playersneedto be driven to arenas)and are alreadyvery active in leaguepolitics and

team fund raising. Their dedicationto the sport is demonstratedby making suretheir

children are present at 5:00am practicesand traveling great distancesto ensurethat

players can make out of town gamesthat are scheduled shortly after the work day

ends. Parents of players know each of their respective teamsschedulesand so would

be able to report on gameswhosetimes have changed due to rescheduling. They

also have the abilit y to follow-up suspected concussionssince they are in constant

contact with both players, parents and coaches. If we incorporate parent volunteers

from teamsto report on concussionsdirectly to the researchers, information could be

obtained with minimal cost. Providing this method is e�ective, it should reducethe

cost of thesetypesof studiesgreatly.
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Four main concernsariseover the useof parents due to the fact that thesepeople

are community volunteers. First, are parents willing to participate. It may be that a

parent attending his or her child's hockey gamesimply wants to watch the gameor

socialize with other parents and not be laden with tasks such as data collection. At

leastonevolunteer from each team needsto participate such that enoughdata canbe

collectedso concussionrate estimatescan be made with respect to sub-populations

within minor hockey. If the e�ect on concussionrates due to certain factors is to

be examined,the teams that participate needto encompassall possiblefactor level

combinations. Second,is the data of high quality? Even if they agreeto participate,

will they do an adequatejob such that we can be con�dent reporting estimatesback

to both the hockey community or the academiccommunity? The third concernis that

previousliterature hasindicated that concussionsareunder-reported (Goodmanet al.,

2001). This may be becausecommunity volunteers are unable to detect concussions

all of the time. Therefore, in this thesis, the focus is on `head-incidents of concern'

which encompassall incidents that could result in potential concussions.Incidents of

concernshould compensatefor any concussionsthat were not reported due to slight

symptomsaswell asprovide further information with regardsto mechanismsof injury.

However, by expandingto potential asopposedto actual concussions,the subjectivit y

of a responseis increasedin that an incident of concernto onepersonmay not be an

incident of concernto another. Lastly, we would like to repeat this study in future

seasons;consequently the data structure needsto be such that analysis becomesa

simple cookbook approach that can be donealmost instantaneously.

As a result, the objectivesof this project are fourfold.

1. To gain an estimate of the rate of `head-incidents of concern' in minor hockey.

2. To assessthe abilit y of volunteers to report `head-incidents of concern'so that

unbiasedand reliable estimatescan be formed.

3. To be able to determine whether incident rates are a�ected by factors such as

agedivision, skill level and association size.

4. To designthe study such that it can be implemented as e�cien tly as possible
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annually and that data analysisis a minor step in the process.

1.2 Pro ject Outline

Chapter 2 of this project discussesin detail the data collection methods, how team

eligibilit y for participation in this study was determined,and the best way to recruit

participants from the eligible teams. It also describes the use of a `gold standard'

which wasusedto determinewhether or not volunteerswerea reliable sourceof data.

Chapter 3 outlines the techniquesusedfor data analysis. Modelswere �t to the data

usingGeneralEstimating Equationswhich aree�ective for longitudinal and correlated

data (Liang and Zeger,1986). Estimates from competing models were averagedto

account for model-to-model variation using the Akaike Information Criterion (AIC)

adjusted for quasi-likelihood methods. The resultsare discussedin Chapter 4. Study

improvements are recommendedin Chapter 5 such that the current study can be

applied to other areas in BC. The recommendationsare aimed at expanding the

study while maintaining a relatively low cost.



Chapter 2

Study Design

2.1 Minor Ho ckey

The British Columbia Amateur Hockey Association (BCAHA) is the governing body

of minor hockey in the province. Everyone under the ageof 19 who plays organized

minor hockey in BC belongsto the BCAHA. This organization is divided up into ten

regions (Figure 2.1). Each region is further divided into various numbers of leagues

(For example,Figure 2.2 outlines the leaguesthat composethe region of the Paci�c

Coast Amateur Hockey Association (PCAHA)). Leaguesare in turn divided into as-

sociations, each representing a city or town. For example, the Port Moody Minor

Hockey Association is limited to residents of the city of Port Moody, while Ridge

Meadows Minor Hockey Association combinesthe municipalities of Maple Ridge and

Pitt Meadows. The terminology usedby the BCAHA classi�es itself, aswell asevery

sub-organization(e.g. PCAHA) as an Association. To avoid confusion,and for the

purposesof this paper, the term association is usedto refer to organizationsat the

lowest level (i.e at the community level (e.g. Port Moody)). Each Region, Leagueand

Association hasan executive board with a president and various memberswho make

decisionsfor their respective organizations,keepingwith BCAHA guidelines. These

guidelinesset the sameplayer agedivisions and skill categoriesfor each Association.

There are six divisions, each encompassinga two-year agespan. Players can begin

participating at the age of six and continue on until the year they turn eighteen.

5
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The divisions are labeled tyke (ages6-7), novice (ages8-9), atom (ages10-11), pee

wee(ages12-13),bantam (ages14-15),midget (ages16-17)and juvenile (ages18-19).

From the atom division onwards, players can compete to make teams representing

skill categoriesA, B or C within each agedivision. `A' teams are comprisedof the

highest skilled players while the lowest skilled players are on `C' teams.

Figure 2.1: Minor hockey regionswithin the British Columbia Amateur Hockey As-
sociation.

The structure of the associations in terms of ageand skill raisesnatural questions

regarding the rate of incidents of concern. Questionssuch as do older (more experi-

enced)playershave a lower incident rate than younger(lessexperienced)players? Or

will the increasedsizeand strength that comeswith increasedagelead to an incident
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Figure 2.2: Leaguescomprisingthe Paci�c Coast Amateur Hockey Association.

rate higher than that observed among smaller, younger players? In terms of skill,

is the rate higher for highly skilled players who move quicker and can body check

harder? Or, doesthe high level of skill actually lower the incident rate due to players

knowing how to properly receive a body check? While thesequestionsare di�cult to

answer speci�cally, overall trends can be examined.

2.2 Study Factors

There were four factors in the study design: agedivision, skill category, association

sizeand amount of researcher-volunteer contact.

Agedivision andskill categorywereincludedin order to examinehow the structure

of minor hockey in BC in
uences incident rates. However, not all agedivisions were

examined.Of the six, only three players(peewee,bantam and midget) wereobserved

becausewe expectedthem to have the highest incident risk. By age18, many players
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drivethemselvesto gamesmakingvolunteer recruiting much too di�cult. The younger

players were excluded to control cost. Association size and amount of researcher-

volunteer contact were included asfactors to examinethe characteristicsof volunteer

participation.

Association sizewas composedof two levels, small and large. A small association

wasde�ned ashaving lessthan 13teamsand a largeassociation had 13or moreteams.

Thesede�nitions were arbitrary in nature, but allowed us to have equal numbers of

small and large associations (four per level). The motivation behind this factor was

that perhaps a smaller association acts as a more interactive community and may

therefore,have a higher volunteer participation rate with more valid reports.

The factor of researcher-volunteer contact wasdesignedto addressthe study's sec-

ond objective -to assessthe abilit y of volunteersto report incidents of concernsothat

unbiasedand reliable estimatescan be formed. There were two levels of researcher-

volunteer contact: low and high. Thesetwo levels were attempts at determining the

minimum anount of time and e�ort neededby the researchers to ensurethat vol-

unteers collected valid data. The volunteers in the low contact group (where each

team was represented by a volunteer) were in contact with researchers only at the

beginning, middle and end of the seasonin order to addressquestionsor concerns.

The volunteers in the high contact group were contacted by researchers every two

months to addressquestionsand concerns,aswell as to ensurethat things in general

were going well. The question that remained was: How do we determine if either

of thesemethods are e�ective? High and low levels of researcher-volunteer contact

could both result in poor reporting. Therefore,a `goldstandard' method of reporting

was implemented for comparison. This `gold standard' consistedof peoplewho were

trained in gameobservingand werepaid to go out into the community and report on

gamesplayed by teams involved in the study. Table 2.1 summarizesthe factors and

their levels that were examinedin this study.
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Factor Levels
Association Size Large, Small
Contact Gold Standard, High Contact, Low Contact
Age Division PeeWee,Bantam, Midget
Skill Level C, B, A

Table 2.1: Factors and factor levels included in the study.

2.3 The `Gold Standard'

The `gold standard', also referred to as the trained observers in this thesis, were

students from Simon Fraser University who were hired to observe a sub-sampleof

gamesfrom teamsparticipating in the study. Prior to observinga singlegame,they

weretrained, usingvideoclipsof minor hockeygames,to detectan incident of concern.

During each observed game,they recordedgameinformation (team name,gamedate,

etc.) aswell aswhetheror not an incident occurredusingthe `observer gamesummary

form' (Figure 2.3). If no incident wasobserved the gamewassuspectedto be incident

free. For gamesin which an incident was observed, the observers were instructed to

�ll out the `SimonFraserUniversity Hockey Incident RecordingSheet' (Figure 2.4).

This sheetcontained detailed information regarding the incident such as the time on

the clock, score,areaon the ice, player number, etc.

Ideally, the trained observers were to observe a simple random sampleof games

from participating teamsin the study. This wasaccommodated asbestaspossible.In

scheduling trained observers, their outsideschedulesand the fact that they could not

always make it to assignedgameswas taken into account. Taking a simple random

samplesometimesrequired observers to watch one gamein one city and then travel

to another city and watch another game. Sometimes,this method of sampling even

required one observer to be in two placesat once. Of course,this was not possible

due to physical and temporal constraints. To solve this problem, `arenanights' were

createdin which the observers wererandomly assignedto a speci�c arenafor a given

night and would watch all the gamesof teams participating in the study. Reports

were �led only for those teams that were involved in the study, resulting in several
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gamesin which only one team was observed. One reasonfor allowing the trained

observers to only report incidents for participating teams was for the purpose of

assessingvolunteers. If 'gold standard' reports weremadeon teamswith no volunteers,

there would be no way to compareincidents reported by thesetwo reporting methods

within these games. If an observer was unable to make the assignedarena night,

he/she was randomly re-assignedto another arenanight that he could attend.

The factors agedivision, skill category and association sizemake up 18 (3x3x2)

factor level combinations. A factorial designwould require each combination to be

observed at leastonceby the trained observers. Initially , it wasplannedto implement

a time element such that trends in incident rate could be examinedacrossregular sea-

songames,play-o� racesand play-o�s. Therefore, it was desiredto have each factor

level combination observed onceat each of thesetime points, which would require at

least three observations in each of the 18 treatment combinations. However, schedul-

ing complications, such as postponed gamesmade observingeach combination once

per time frame di�cult enoughthat it was not possible.This resulted in insu�cien t

data to observe any trends in time. What was learned from this attempt to include

time is that the only way to know with certainty when a team's next gamewill be is

to be a part of that team aseither a coach, player or parent. In fact, keepingabreast

of the scheduling changeswas so di�cult, that, as the end of the seasonapproached,

we had yet to observe somelevel combinations. This created a dependencyin the

assignment of gamesas level combinations that neededto be sampledwere sampled

non-randomly.

2.4 Selecting Teams for Study Participation

Due to the size of BC, the logistics of this proof-of-conceptstudy required that a

region closeto Simon FraserUniversity be be chosenfrom which to solicit volunteer

participation. Consequently, only teams from the PCAHA were to be involved. As

can be seenin Figure 2.2, this regionencompassed�v e leaguesin a heavily populated

area. Two leagueswere selectedwith the aim that every team within leagueswould

participate. This would result in a cluster samplewherethe clusterswerethe leagues.
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By assumingthat leagueswithin this region do not di�er in their overall incident

rate, cluster sampling would not a�ect any inferenceswe wished to make regarding

the region asa whole. In terms of monetary and time cost, the sizeof this study was

large enoughwithin this region that any attempt to expand to other regionswould

have near impossible. The sta� required to run this study within a single region

consistedof three full time sta� and trained observers who were paid $25 per game.

To run this study in in another region would require three more full time sta� and

several more trained observers.

The two leaguesselectedto be clusterswerethe Lions Gate Leagueand the Fraser

Valley North League,containing a total of ten associations. Each leaguecontained

�v e associations and all were asked to participate in the study. One association

chosenot to participate, resulting in nine volunteer associations. Four associations

were classi�ed as large and �v e associations were classi�ed as small. To balance

the study design,two small associations (Whistler and Squamish)were combined to

form a single,small association so that the �nal designhad four large and four small

associations.

Originally, it was assumedthere was a possibility for interaction betweenvolun-

teerswithin an association. To prevent this intereactionfrom a�ecting reporting rates,

it was decidedthat each association, as a whole, be assignedone level of researcher-

volunteer contact (high or low). By including four large and four small associations,

we could randomly assigntwo associations from each group to a level of researcher-

volunteer contact. This designbalancingwould prevent complicationsthat may arise

in the analysishad individual teamsbeenrandomly assignedto a level of contact.

A total of 150teamswereeligible to participate in this study. Of these,90 teams

volunteered to report incidents of concern. The processof recruiting teams to par-

ticipate is a task that I do not wish assignedto my worst enemy simply becausethe

processof contacting a representativ e from each team was so di�cult. It is truly

amazinghow many busy peopleare involved in minor hockey.

In order to maintain a good standing relationship with all levelsof the BCAHA, it

wasnecessaryto start at the top of the BCAHA political hierarchy and obtain contact

information (phone number, e-mail and address)for each level below. This political
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hierarchy beginswith the president of the BCAHA and branchesout through lower

executivesending in the individual team coachesand managers(Figure 2.5).

When contacting each level of the hierarchy, the study coordinator (Mr. Ian

Williamson) would introduce himself and proceedto explain the objectives of the

study. He would requestsupport for the project in terms of permissionto contact the

next level of the hierarchy and would state that their contact information had been

distributed with the support of the superior head in the association. He would also

include that volunteer participation had beenapproved at all levels. The researchers

felt that this process,although time consuming,resultedin a higher participation rate

than if teamshadsimply beencontacted without o�cial approval from the association.

This processwasrepeateduntil contact information for the coaching sta� of each team

was obtained.

In communicating with coachesor team managers,a brief `salespitch' was given

alongwith a descriptionof the type and amount of work that would be required from

a volunteer. They had the opportunit y to commit to the study or declineparticipation

on behalf of the team. If willing, the coach would then designatea team volunteer

and relay the contact information to Mr. Williamson who would then personally

deliver a recording package to the recruited volunteer. This recording package was

self-contained and informed the user how to record incidents of concernand how to

submit the information to the researchers in the Sport-ConcussionResearch Group

(SCRG) stationedout of the Motor Behaviour Laboratory. All volunteersweregivena

concussionrecordingform (Figure 2.6). Theseforms wereusedto record information

about the volunteer (name, address,phonenumber, etc.), generalinformation about

the game (team, division, game date, etc.) and about the incident (cause, result,

location on ice, etc.). The information was submitted via fax, e-mail, or mail and

was required only for gamesin which an incident occurredand was submitted at the

convenienceof the volunteer. Once a form was submitted, a member of the SCRG

would contact the volunteer and the submitted information was veri�ed along with

other information, such as who diagnosedthe concussion.

The fact that only 60%of the teamscontacted committed to the study indicates

a possibility of self-selectionbias. This would occur if the participants had a higher
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motivation to be in the study and if a sampleof thesemotivated peoplewould pro-

duce results that di�ered from the results obtained from a more generalsample. In

this study, it is possiblethat the coachesor managerswho werewilling to participate

did so becausethey had more interest in concussions.People who are more aware

or concernedabout concussionsmay be more likely to report. This may result in a

di�erence in reported incident rate than if all 150 teamshad participated. Although

the coachesor managershad the �nal say asto whether their team would participate

or not, they were not the onessubmitting reports to the SCRG. They were asked

to recruit a parent volunteer to record and submit information. Therefore, the as-

sumption could be made that the 60 teams not participating would not report any

di�erently than the participating 90.

2.5 Data Collection

The number of incidents occuring in a game was recorded by volunteers for each

team-game.A team-gameis de�ned as a gameplayed by a single team. One hockey

gameconsistsof two team-games.Each volunteer was therefore,only responsible for

their own team. Likewise,trained observers were only required to report on teams

participating in the study.

Initially , the study wasdesignedusinga two-phasesamplingplan (seeLohr (1998)

pg. 383)to gain a morepreciseestimateof the concussionrate. The �rst phasesample

would consistof all gamesplayed by consenting teams. All of thesegameswereto be

monitored by parent volunteers. From this sampleof games,trained observerswould

attend a sub-sample(phase I I) of games. The incident rate as computed from the

phaseI samplewould then be adjusted using the incident rates as reported by the

volunteers and trained observers from the phaseII sample. In the phaseI sample,

t̂ (1)
vol is the estimated incident total reported by the volunteers. From this sample,a

sub-sampleof gamesis taken in which trained observers attend and report incidents.

From this phaseI I samplet̂ (2)
obs is the incident total reported by the trained observers

and t̂ (2)
vol is the incident total reported by the volunteers. The estimate of the total

number of incidents is found as
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t̂ =
t̂ (1)
vol t̂

(2)
obs

t̂ (2)
vol

From this estimatedtotal, the incident rate canbe calculatedby dividing by the total

number of team-gamesobserved. This proposedmethod of estimation is the rationale

for the trained observers attending a simple random sampleof games.

With consent from only 60%of the eligible teams,several factor level combinations

wereunableto bemeasured(Table2.2). The trained observerswereinitially scheduled

to visit all the observed factor combinations, but becauseof gamechangesand other

uncontrollable forces,only 80of the 90consenting teamswereobserved by the trained

observers. Between 1 and 5 gamesof each team were visited by trained observers

(Table 2.3)

Association Size Contact Division Skill Level
Large High Bantam B
Large High Midget B
Small High PeeWee B
Small High Bantam B
Small Low PeeWee B

Table 2.2: Missing factor level combinations due to lack of volunteer participation.

Number of Games Number of Total TeamGames
for a Particular Team Teams Monitored

1 37 37
2 27 54
3 12 36
4 2 8
5 2 10

Total 80 145

Table 2.3: Frequenciesof number of observations on a given team by the trained
observers.
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It wasour aim that in sendingout the trained observersto obtain a `goldstandard'

estimate of the concussionrate, the majorit y of their reported incidents would have

coincidedwith the reports �led by the volunteers, who were assumedto be at those

samegames. This would have provided us with somesenseof the performanceof

the volunteers with respect to reporting incidents. This, in fact, did not happen. Of

the 8 incidents reported by the trained observers, not one was also reported by the

volunteers. Of the 31incidents reported by the volunteers,noneof thesewerecaptured

in the sub-samplecollectedby the trained observers. The incident reports �led by the

volunteers highlighted the fact that the number of trained observers available were

more limited than anticipated and in fact may not have beenthe appropriate `gold

standard' for comparison.
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Figure 2.3: Summary form submitted by trained observers after each game.
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Figure 2.4: Incident information recordedby trained observers.
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Figure 2.5: Minor hockey political hierarchy. Each level in the hierarchy had to be
contacted prior to contacting the subsequent level.
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Figure 2.6: Information sheetsubmitted by the volunteerswhenan incident of con-
cern was observed.



Chapter 3

The Mo del

3.1 Overview of Analysis

The data was analyzedby applying generalizedestimating equations (GEE's) to a

candidateset of log-linear modelsand then, to account for model-to-model variation,

averagingthe model estimatesusing the Akaike Information Criterion (AIC). At �rst

glanceit may appear that thesetwo methods con
ict sinceGEE's are not basedon

maximum likelihood techniques but are more closely related to the quasi-likelihood

approach (Wedderburn, 1974,McCullagh,1983)in which a distribution neednot be

speci�ed. On the other hand, model averaging using AIC is based on maximum

likelihood estimation, which requiresa speci�ed distribution. However, an adjustment

to the AIC value can be madeusing the estimatedscaleparameter to keepthesetwo

techniquesfrom con
icting. This adjustment allows for model averaging to be used

in conjunction with GEE's.

As is commonwith count data, it is assumedthat the number of incidents in a

gamefollows a Poisson-like distribution with rate parameter � and a possiblescale

parameter � to describe any over-dispersion. Observations were taken on individual

team-games.Each gamewasassumedto consistof two independent teamgames.This

assumptionwasnecessarydueto gameswhereonly oneof the teamswasa participant

in the study. Also, becauseeach participating team had their own volunteer data

recorder, incidents sustained by one team were assumedto have no e�ect on the

20
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reports �led by the volunteers from the opposing team since,to facilitate reporting,

each team was required only to report on their own players. However, there were a

number of team gamesin which reports were�led by both a volunteer observer and a

trained observer. Having two reports for the samegamesuggestedthat there should

be a dependencebetweenthem.

Consideringeach team gameasa cluster with a maximum of two observations, the

joint distribution of observations within a cluster is unknown. Therefore,a potential

analysisfor this data is onein which a distribution neednot be speci�ed. The GEE's

proposedby Liang and Zeger(1986)allow for distributional assumptionsto be made

on the marginal data (reports by individuals) but only weak assumptionsregarding

the mean-variancerelationship of the joint distribution (reports from the sameteam

game). Applying this method to a log-linearmodel will produceestimatesfor the rate

of concussions/team-gamefor each factor level combination.

3.2 General Estimating Equations

Let the observations of the number of incidents on a team gamebenotedby the vector

Y i = (yi 1; : : : ; yin i )
T where for the i th subject or cluster (i = 1; : : : ; K ), there are a

total of ni observations (ni � 2 8 i ). Associated with each observation is a vector of

covariates X it = (x it 1; : : : ; x itp )T representing the factors describing the team game.

These covariates or factors are represented as an n i � p matrix for each of the K

clustersX i = (x i 1; : : : ; x in i )
T . Sincecount data often displays greatervariabilit y than

the Poissonassumptionallows, the marginal distribution can be adjusted using the

scaleparameter � (Agresti, 2002). The marginal distribution for each y � it is

f (yit ) = exp[f yit � it � a(� it ) + b(yit )g� ] (3.1)

Let � it = h(� it ) and � it = X it � where h(�) is termed the link function such that

it `links' the parameter of the distribution to several predictor variables by way of

a vector of parameters� . It is straight forward to show that using this exponential

family form, the expectation and varianceof yit are
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E(Yit ) = a0(� it ) and V(Yit ) = a00(� it )=�:

When estimating the parameters� , using maximum likelihood estimation, it is

commonto set the derivative of the natural logarithm of the joint distribution with

respect to each � j to 0 for some�̂ j , thereby maximizing � j with respect to the data

at hand. Note that setting this derivative equal to 0 may only �nd a local maximum

or even a minimum and therefore,oneneedsto ensurethat ^� j is indeeda maximum.

However, in the caseof the exponential family, ^� j is the guaranteed maximum. Using

the chain rule, the maximum likelihood estimating equationsfor each � j are:

@l(� it )
@� j

=
@l(� it )
@� it

@� it

@� it

@� it

@� j
= 0:

In matrix notation, consideringthe entire vector of parameters� ,the estimating

equationscan be expressedas

U(� ) =
KX

i =1

X T
i � i Si = 0 (3.2)

where � i = diag(@� it =@� it ) and Si = Yi � a0(� i ). If A i is de�ned as the diagonal

matrix diag(a00(� it )), the solution to theseequations�̂ hasbeenshown to beconsistent

estimatorsof � by Liang and Zeger(1986) with asymptotic variance

V =

 
KX

i =1

X T
i � i A i � i X i

! � 1  
KX

i =1

X T
i � i Cov(Yi )� i X i

!  
KX

i =1

X T
i � i A i � i X i

! � 1

This variance,termed the `sandwich estimator' correctsfor model mispeci�cation by

sandwiching the varianceof � calculatedfrom the data betweentwo estimatesof the

information matrix, calculated under certain model assumptions(Hardin and Hilbe,

2003).

However, observations made on the samesubject or cluster are generally corre-

lated with each other. Treating correlatedobservations as independent decreasesthe

e�ciency of the resulting estimates(Liang and Zeger,1986). Liang and Zeger(1986)

alsoproposedthat, using GEE's, onecan incorporate the correlation structure of the
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data into the estimating equations3.2. To accomplishthis, let Vi = A1=2
i R(� )A1=2

i =�

whereR(� ) is a correlation matrix fully speci�ed by the vector of parameters� . Note

that if R(� ) is the true correlation structure then Vi = Cov(Yi ). The parameters� can

then be estimatedafter the method of moments estimatesof � and � are substituted

into R(� ) and � respectively. This results in the estimating equations

U(� ) =
KX

i =1

D T
i V � 1

i Si = 0 (3.3)

whereD i = A i � i X i Therefore,

U(� ) =
KX

i =1

Ui

h
� ; �̂ f � ; �̂ (� )

i
= 0

The solution to theseequations �̂ have also beenshown to be consistent (Liang

and Zeger,1986)with asymptotic variance

V =

 
KX

i =1

D T
i V � 1

i D i

! � 1  
KX

i =1

D T
i V � 1

i Cov(Yi )V � 1
i D i

!  
KX

i =1

D T
i V � 1

i D i

! � 1

This `sandwich estimator' is modi�ed such that it incorporates a speci�ed working

correlation structure that the data is assumedto follow. The middle term usesthe

empirical correlation to adjust the estimate for a mis-speci�ed working correlation.

This estimatedvarianceis consistent for estimatesof � (Liang and Zeger,1986). Fur-

thermore, simulation studiesby Liang and Zeger(1986)demonstratedthat, although

comparablefor low correlateddata, as the correlation betweenobservations increases

(� increasedfrom 0.3 to 0.7), the GEE estimateswerealways moree�cien t relative to

the independenceestimating equationsif the correct correlation structure was spec-

i�ed. E�ciency of the GEE estimatesincreasesif the working correlation structure

is closeto the true correlation structure. It was also demonstratedthat the relative

e�ciency of the GEE estimator also increasesif the number of observations for each

cluster varies.
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For independent observations, �̂ is estimated using the Gauss-Newtoniterativ e

algorithm. The samealgorithm is used for dependent observations except that the

algorithm incorporatesestimatesof � and � . The algorithm is as follows

�̂ m = �̂ m� 1 �

 
KX

i =1

D T
i (�̂ m� 1) ~V � 1

i (�̂ m� 1)D T
i (�̂ m� 1)

! � 1

�

 
KX

i =1

D T
i (�̂ m� 1) ~V � 1

i (�̂ m� 1)Si (�̂ m� 1)

!

where ~Vi (� ) = Vi (� ; �̂ (� ; �̂ (� ))) (i.e. a function of � after � and � have been

estimated). Note that these results are generalized,not only for any member of

the exponential family but for any distribution in which a mean-variance relation is

speci�ed.

There are several options available for estimating the correlation between lon-

gitudinal observations. The exchangeablecorrelation structure speci�es a constant

correlation � for all pairs of observations. The autoregressive structure speci�es the

correlation as a decreasingfunction of the time interval between any two observa-

tions. An unstructured correlation speci�es a di�erent correlation parameter � ij for

all possiblei; j pairs of observations. Many other structures exist and may be prefer-

able depending on the structure of the data. For collecteddata in which there is a

maximum of two observations per cluster, all structures will provide the sameresults.

3.3 Ak aik e Information Criterion (AIC)

Model selectionmethodsarecommonlybasedon hypothesistestsusinga ratio of like-

lihood functions. The hypothesistestsgenerallyconsistof comparingtwo models;one

with fewer parametersthan the other. The likelihood ratio statistic is asymptotically

distributed as a � 2 random variable with degreesof freedomequal to the di�erence

in number of parametersbetweenthe two models(Agresti, 2002). Hypothesistesting

is dependent on the subjective Type I error level imposedon each test. Problems

arisewhen many tests are performedas this acts to in
ate the experimentwise Type
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I error. Further problemswith this method are due to the � 2 approximation of the

likelihood ratio. If modelsare not nested,they may have equalnumber of parameters

such that their di�erence is zero (a � 2 random variable can not have 0 degreesof

freedom). Thus, the test statistic's distribution is unknown and moredi�cult to �nd.

Akaike (1978) introduceda method of model selection,the AIC, which makesuse

of the Kullback-Leibler information. This processallows for non-nestedmodelsto be

comparedand doesnot in
ate Type I error resulting in the abilit y to examinemany

di�erent models at once. The K-L information is a measureof the distancebetween

two functions. For our purposes,the functions are labeled f (x), the true function,

and g(x), an estimate of f (x). The K-L information is given by

I (f (x); g(x)) =
Z

f (x)log(
f (x)
g(x)

) dx (3.4)

The function that is closestto the true function f (x) will minimize the K-L informa-

tion. In terms of model selection,let both f (x) and g(x) be probability distributions.

As an estimated distribution, g(x) is known to rely on a set of parametersgiven by

� 0. The true distribution, f (x), is unknown preventing the calculation of the exact

K-L information. However, by rewriting 3.4 as

I (f (x); g(� 0jx)) =
Z

[log(f (x))]f (x) dx �
Z

log(g(� 0jx)) f (x) dx

Then,

I (f (x); g(� 0jx)) = E f [log(f (x))] � E f [log(g(� 0jx))] (3.5)

we can seethat the �rst term in 3.5 is a constant and in order to minimize 3.5 we

must maximize the secondterm. The true value of the probability function g(� 0jx)

will minimize the K-L information for all � 2 �. In practice, the true value of a

distribution function is never known and thereforemust be estimated. The maximum

likelihood estimate�̂ canbe usedto estimateg(� 0jx). By using �̂ to minimize the K-L

information we are minimizing its expected value instead of its true value. Akaike

(1973)showed that an unbiasedestimateof the secondterm in 3.5 is log(g(�̂ jx)) � K
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where K is the number of parametersestimated in g(�̂ jx). For historical purposes,

this estimate was multiplied by -2 so that

AIC = � 2log(g(�̂ jx)) + 2K

Therefore,AIC allows for potential models to be selectedbasedon maximum likeli-

hood methods by choosingthe model with the minimum AIC value. It also incorpo-

rates the principle of parsimony in that the likelihoods are penalizedfor having too

many parameters,thereby limiting their �nal number.

Using the AIC for model selectionrequiresmaximum likelihood techniquesand,

therefore, certain model assumptionsmust be made regarding the distribution of

the data. Generalizedestimating equationsdo not require that any distribution be

speci�ed; only a meanand variancerelationship needbe assumed.To addressthe use

of AIC with respect to generalizedestimating equationsand other quasi-likelihood

techniques, Burnham and Anderson (1998) suggestedthe use of an adjusted AIC

which incorporatesthe estimatedscaleparameter� . Varianceestimatesin this project

aremultiplied by � for over-dispersionadjustment. The adjustedAIC in this situation

is termed QAIC (for quasi-likelihood) and the QAIC value to be used for model

selectionis

� 2log(g(�̂ jx)) � + 2K

where K is the number of estimated parametersplus one for the scaleparameter.

Burnham and Anderson(1998) alsosuggestthat when comparingcandidatemodels,

they all be �tted with the samescaleparameter that was estimated for the global

or fullest model. This will ensurethat all variance estimatesare adjusted equally

and will reducemodel to model variation. Both AIC and QAIC act to penalizegood

models that are over-parameterizedin order to restrict the number of thesetypesof

models in the competing set.

There may be caseswhen several models result in similar AIC values. Sincethe

K-L information can only be estimatedup to the value of an unknown constant, only

relative AIC valuesbetweencompeting models can be examined. Given two models
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g1(x) and g2(x), we want to selectthe model such that I (f (x); g1(x)) < I (f (x); g2(x)).

But how closeis g1(x) to f (x)? Both of thesemodelscould be poor estimatesof f (x),

or both could be good estimators of f (x). Using the notion of QAIC di�erences

(�QAIC), one can order the set of candidate models relative to each other and ex-

amine how well the models perform relative to each other and relative to the best

model in the candidate set. Models with large valuesof �QAIC are consideredto

have little empirical support. However, if there are several �QAIC values that are

closeto 0 (where 0 implies the best candidate model in the set), how does one de-

cide which model is the best? This leadsto the notion of model averaging in which

estimatesfrom several valid candidatemodelsare averagedto account for sample-to-

samplemodel variation. For example,given a sampley, g1(y) might be better (lower

�QAIC) than g2(y). However, in another independent samplefrom the samepopu-

lation, g2(x) might be a better �t than g1(x). Using the notion of �QAIC for a given

candidatemodel, onecan compute the Akaike weight for that model asa measureof

the evidencethat the model is the best model for the given data. Akaike weights are

calculatedusing the equation

wi =
exp(� 1

2 � i )
P R

i=1 exp(� 1
2 � i )

(3.6)

where � i is the di�erence betweenthe �QAIC for model i and the minimum QAIC

value in the set of models. The numerator in 3.6 is proportional to the ratio of the

adjusted likelihoods for model i and the model with the lowest QAIC value:

exp(�
1
2

� i ) = exp(�
1
2

[QAI Ci � QAI Cmin ])

= exp(�
1
2

[2Log(L i ) � 2K i � (2Log(Lmin ) � 2K min )])

= exp(�
1
2

[2Log(L i ) � 2Log(Lmin ) � (2K i + 2K min )])

/ exp(�
1
2

[2Log(L i ) � 2Log(Lmin )])

(3.7)

Thesevaluesare than normalized such that all weights in the current set of models
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sumsto 1. It is clear that as � i increases,wi decreasesproviding lessevidencethat

model i is best. If modelsare dropped or addedto the set of candidatemodels,both

� 0
i s and w0

i s needto be recalculated.

Burnham and Anderson (1998) discussthat in order to account for variation in

estimatesamongcompeting models,oneshould form an averageof estimatesover the

set of all R candidatemodels. The proposedmethod for averagingparametersmakes

useof the i th model's Akaike weight and whether or not the j th parameter is in that

model by incorporating an indicator function I [� j �g i (�)] that equals1 if � j is in model

i and 0 otherwise. Then

�̂� j =
RX

i =1

wi �̂ i;j I [� j �g i (�)]

is an averageof the � 0
j s adjusted by the total weights of all models that incorporate

variable x j . The varianceof theseaveragedparametersand resulting �tted response

valuesis given by:

Var( �̂� ) =
� RX

i =1

wi

q
var(�̂ i jgi ) + (�̂ i � �̂� )

� 2

This variance incorporates the standard errors of the estimatesconditional on the

model and averagesthe R standard errors accordingto their associated weights.

3.4 Mo del Fitting

Data analysiswas performedusing the SAS GENMOD procedure(SAS/STAT soft-

ware,Version8, Copyright c
 1999,SASInstitute INC). This procedureallows for the

GEE analysisproposedby Liang and Zeger(1986). Standard errors were calculated

using the empirical valueswhich do not rely on distributional assumptions.The can-

didate model set consistedof 16 models,and a weighted averageof their parameters

was computedbasedon their associated Akaike weights.
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Results

4.1 Summary Statistics

By the end of the 2002-2003hockey season,almost 40 `head-incidents of concern'

were reported from over 1900 team-gameobservations. Trained observers attended

143 team-games,high contact volunteers observed 865 team-gamesand low contact

volunteersobserved 908team-gamesfor a total of 1773independent team-gamesand

1916observations. There were 39 total reports between the three levels of contact.

Trained observers reported 8 incidents of concernin contrast with the high contact

volunteers who reported 22 incidents and low contact volunteers who reported 9 in-

cidents. In terms of agedivision, the majorit y of incidents were reported in the pee

weedivision (17) with 9 and 13 reported in bantam and midget divisionsrespectively.

The lowest skill level, C, had the highest number of incidents (28) which was almost

5 times higher than the highest skill level (6) and the B level teams(5). When asso-

ciation sizewasexamined,the number of incidents reported by largeassociations was

almost three times higher then in small associations (29 amd 10, respectively)

Empirical rates indicate that trained observers reported the highest incident rate

for almost all of the main e�ects (Table 4.1). The one exceptionnoted was the rate

for largeassociations. Here, the trained observers reported 0.05incidents/team-game

whereasthe high contact volunteers reported 0.062incidents/team-game.

Volunteersreports provedto bemorede�nitiv e in concussioncon�rmation asTable

29
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4.2 highlights that 52% of incidents were diagnosedby a physician. Seven incidents

reported by high contact volunteersand nine reported by low contact volunteerswere

physician con�rmed concussions.Trained observers had no follow-up abilit y.

4.2 Mo del and Mo del Estimates

The over-dispersion parameter for the global model was estimated to be 1.21 indi-

cating that the global model was an adequate�t to the data. Four models from the

candidateset have a �QAIC value lessthan three (Table 4.3) suggestingsubstantial

empirical support for these models (Burnham and Anderson, 1998). Eight models

have a �QAIC greater than 10 suggestingthat there is almost no empirical support

for thesemodels. Table4.4lists the averagedparameterestimatesfor all modelsin the

candidateset, their Akaike weight, associated Z-scoresand p-values. Each parameter

estimate represents the natural logarithm of the ratio of the rates betweentwo levels

of a factor whenall other factor levelsare held the same.For example,the parameter

estimateof 1.72for the comparisonof trained observers to low contact volunteers in-

dicatesthat, on average,trained observersreport � 1:72 = 5:58 more incidents than the

low contact volunteers. In terms of level of researcher-volunteer contact, both trained

observersand high contact level volunteershad reporting rates that weresigni�cantly

di�erent than the low contact level volunteers(p = 0:0005and p = 0:02 respectively).

Tables 4.5 to 4.7 list the �tted incident rates for each factor level combination

that data was collectedon. Figure 4.1 displays theserates graphically along with a

common95% con�dence interval. The points to the far right of the graph represent

the `gold standard' estimatesand the points to the far left represent the low contact

level volunteer estimates.

In determining which contact method wasthe most optimal relative to the trained

observers,a post-hoc comparisonof the trained observers with the high contact level

suggestedthat they were signi�cantly di�erent in their reporting rates (p=0.03). On

average,the trained observers reported a rate 2.2 times that of the high contact level

volunteers.
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Main Level Games Incidents Empirical Estimate
E�ect Observed of Concern Incidents/T eam-Game

Low Contact Level
PeeWee 257 2 0.008

Division Bantam 361 0 0.000
Midget 290 7 0.024
C 594 1 0.002

Level B 163 3 0.018
A 151 5 0.033

Size Small 357 2 0.006
Large 551 7 0.013

High Contact Level
PeeWee 414 13 0.031

Division Bantam 260 4 0.015
Midget 191 5 0.026
C 673 22 0.033

Level B 63 0 0.000
A 129 0 0.000

Size Small 589 5 0.008
Large 276 17 0.062

Trained Observers
PeeWee 60 2 0.033

Division Bantam 51 5 0.098
Midget 32 1 0.031
C 106 5 0.047

Level B 16 2 0.125
A 21 1 0.048

Size Small 43 3 0.070
Large 100 5 0.050

Table 4.1: Number of gamesobserved and empirical incident rates for each level of
researcher-volunteer contact for each main e�ect.
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DiagnosedBy Number Percent Total
Doctor 16 52.0
Coach 6 19.0
Safety Person 2 6.5
Other 2 6.5
Unspeci�ed 5 16.0
Total 31 100.0

Table 4.2: Breakdown of incidents of concernreported and to what level they were
examined
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Factors In the Model
Model Size Researcher-Volunteer Age-Division Skill Level Number �QAIC Akaike

Contact of Parameters Weights
1 x 4 0.00 0.309
2 x x 5 0.68 0.234
3 x x 6 1.14 0.201
4 x x x 7 2.25 0.120

5 x x 6 3.78 0.047
6 x x x 7 4.46 0.036
7 x x x 8 4.92 0.031
8 x x x x 9 6.04 0.018

9 Intercept Only 2 10.31 0.001
10 x 3 10.33 0.001
11 x 4 11.23 0.000
12 x x 5 11.91 0.000

13 x 4 14.31 0.000
14 x x 5 14.33 0.000
15 x x 6 15.23 0.000
16 x x x 7 15.68 0.000

Table 4.3: Set of competing modelswith �QAIC and Akaike weights
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Parameter Estimate Standard Error Z-value p-value
Large vs Small 0.14 0.16 0.91 0.18
Association

Trained Observers 1.72 0.52 3.27 0.0005
vs Low Contact
Level

High Contact vs 0.93 0.46 2.01 0.02
Low Contact Level

PeeWeevs Midget -0.09 0.14 0.67 0.25
Bantam vs Midget -0.23 0.15 1.51 0.07

C vs A -0.01 0.07 0.13 0.45
B vs A 0.02 0.095 0.18 0.43

Table 4.4: Akaike model averagedestimates and standard errors. Note that the
intercept represents the baselineof small sized,low contact level, midget
A teams.
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Fitted Concussion Rates

 

0.01 0.02 0.03 0.04 0.05 0.06 0.07

representative 95% CI
low contact (min,max)
high contact (min,max)
gold standard (min,max)

Figure 4.1: Graphical representation of the estimated rates for each factor level
combination
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Contact Estimated Incidents/
Size Level Division Team-Game 95%CI

PeeWee 0.009 (0.004,0.021)
Low Bantam 0.008 (0.004,0.017)

Midget 0.010 (0.004,0.026)

PeeWee 0.023 (0.012,0.045)
Small High Bantam 0.020 (0.011,0.039)

Midget 0.026 (0.014,0.049)

PeeWee 0.051 (0.023,0.114)
Gold Standard Bantam 0.044 (0.019,0.111)

Midget 0.057 (0.026,0.131)

PeeWee 0.011 (0.004,0.024)
Low Bantam 0.009 (0.005,0.020)

Midget 0.012 (0.005,0.029)

PeeWee 0.027 (0.014,0.050)
Large High Bantam 0.023 (0.013,0.043)

Midget 0.030 (0.017,0.053)

PeeWee 0.059 (0.029,0.118)
Gold Standard Bantam 0.051 (0.024,0.113)

Midget 0.066 (0.032,0.135)

Table 4.5: Model-averagedconcussionrates/team-gameand 95% con�dence inter-
vals for skill level C
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Contact Estimated Incidents/
Size Level Division Team-Game 95%CI

PeeWee 0.009 (0.004,0.022)
Low Bantam 0.008 (0.004,0.019)

Midget 0.011 (0.004,0.027)

PeeWee - (-,-)*
Small High Bantam - (-,-)*

Midget 0.027 (0.014,0.052)

PeeWee 0.053 (0.023,0.125)
Gold Standard Bantam 0.046 (0.018,0.122)

Midget 0.059 (0.025,0.144)

PeeWee 0.011 (0.004,0.027)
Low Bantam 0.010 (0.004,0.023)

Midget 0.012 (0.005,0.032)

PeeWee 0.027 (0.014,0.054)
Large High Bantam - (-,-)*

Midget - (-,-)*

PeeWee 0.061 (0.028,0.132)
Gold Standard Bantam 0.053 (0.023,0.128)

Midget 0.068 (0.031,0.150)

Table 4.6: Model-averagedconcussionrates/team-gameand 95% con�dence inter-
vals for skill level B. *missing valuesindicate missingfactor combinations
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Contact Estimated Incidents/
Size Level Division Team-Game 95%CI

PeeWee 0.009 (0.004,0.020)
Low Bantam 0.008 (0.003,0.020)

Midget 0.010 (0.004,0.029)

PeeWee 0.023 (0.012,0.046)
Small High Bantam 0.020 (0.011,0.040)

Midget 0.026 (0.014,0.051)

PeeWee 0.052 (0.023,0.120)
Gold Standard Bantam 0.045 (0.018,0.115)

Midget 0.058 (0.025,0.140)

PeeWee - (-,-)*
Low Bantam 0.009 (0.004,0.025)

Midget 0.012 (0.004,0.035)

PeeWee 0.027 (0.014,0.054)
Large High Bantam 0.024 (0.013,0.046)

Midget 0.030 (0.016,0.059)

PeeWee 0.059 (0.028,0.130)
Gold Standard Bantam 0.052 (0.023,0.124)

Midget 0.066 (0.031,0.150)

Table 4.7: Model-averagedconcussionrates/team-gameand 95% con�dence inter-
vals for skill level A. *missingvaluesindicate missingfactor combinations.
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Recommendations

In retrospect, this study had three major 
a ws.

1. The term incident of concernwas too subjective.

2. The `gold standard' was not a true `gold standard'.

3. The current study designdoes not allow for cost e�ective expansionto other

regionsof BC.

5.1 Measuremen t Sub jectivit y

`Incident of concern' is a very subjective term and, even if it is clearly de�ned, has

the potential for di�erent peopleto provide di�erent reports. One person'sidea of a

potential concussionmay bedi�erent from another'sresulting in two peopleperceiving

the sameevent di�erently. This can lead to high variabilit y betweenobservers (both

trained and volunteer). It is desirableto have a responsevariable that is clear to all

observers such that this variabilit y is minimized.

It is recommendedthat future studiesfocusprimarily on concussions.Previously,

reports were �led if there was a concernregarding a potential concussionbut there

was no real evidenceto back up those concernsother than the incident itself. Al-

though reports received from peoplewho had actually taken players to a physician

39
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was bene�cial, this may not happen as often as we would like. Therefore, if the vol-

unteer is provided with a symptom checklist, they canmake a more informed decision

in terms of �ling a report or not. If an incident occursand the a�ected player exhibits

one or more of the listed symptoms, than the volunteer is asked to �le a report. By

providing a list, our aim is that if the volunteer is concernedenoughto �le a report

basedon the present symptoms,they will ensurethat the player visits a physician for

con�rmation. This will provide us with the con�dence to say that thesereports were

indeedconcussions.

5.2 Gold Standard Limitations

Keeping the trained observers independent from the volunteers made post-incident

player follow-up impossiblewith respect to the trained observers. This resulted in

a lowered abilit y to comparevolunteer reports with the `gold standard'. Sincenone

of the volunteer reports matched any of the eight, trained observer reports, we can

assumethat there are three possibilities for the team-gamesattended by the trained

observers. The �rst possibility is that no incident occured. If there was no volunteer

report and no trained observer report than we weremorecon�dent in our assumption

that nothing happened. The secondpossibility is an incident occurred and it was

reported by the trained observer but not the volunteer. If there wasno subjectivit y in

the term incident of concernthan this possibility would help us meet Objective 2 of

this study. The third possibility is that an incident wasreported by a trained observer

becausethey may have seena player get hit, which resulted in his head hitting the

side boards before falling to the ice. From the stands, this would appear to be an

incident but perhapsthe player only hurt their kneeor another part of their body not

associated with their head. Only post-incident follow-up would be able to determine

if this was indeeda true incident.

To truly have a `gold standard' with which to comparevolunteer reports, inter-

action with teamsneedsto be allowed. If a trained observer can attend team-games

in which they are able to communicate with the parents or coachesafterwards to de-

termine if any concussionsmay have occurred. If possible,a trained observer should
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follow a team throughout the entire season.I feel that this constant communication

and resulting familiarit y will increasethe diligenceof theseteams to �le concussion

reports. Sampling team-gameswill no longer be a simple random samplebut a clus-

ter samplewhere every team-gamefrom a given team (cluster) is observed. If the

assumptionis madethat teamsof the sameagedivision and skill level from di�erent

associations have similar concussionrates, then using a cluster sample should not

e�ect the precisionof the estimates.

5.3 Cost E�ectiv e Study Expansion

Sincethe `gold standard' is currently unable to determinewhether parent volunteers

are an adequatesourceof data, a similar study designwould have to be implemented

in other regionsof the province in order to make proper inferenceon the concussion

rates in theseregions. We hypothesizethat concussionrates di�er between regions

meaning data must be collected from regionsother than the PCAHA. The current

study designwould prove too costly to expand to other regions. The useof a single

`gold standard' would be desirableso that data could be collectedfrom volunteersall

over the provinceand all regionalestimatescould becomparedwith the onestandard.

Even more desirablewould be to collect the data for the `gold standard' from within

the PCAHA to limit travel costs.

If we assumethat all volunteers in the province under report, on average, the

sameproportion of concussionsthat actually occurred in their presence,comparison

of rates between regions can be performed on volunteer data alone using a simple

log-linear model without longitudinal extensions. However, to get proper estimates,

an expansionfactor could be estimated from data collected within the PCAHA to

determinethe proportion of concussionsbeing reported by volunteers. This estimate

can be used to adjust volunteer reports from other regions. In doing so, we can

accumulate data from all over the province and adjust the estimates accordingly

providing a more accuratevalue.
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5.4 Computing the Multiplier Adjustmen t

Let their be two, independent samplesof team-gamesin the PCAHA each with con-

cussionrate � . Oneset is sampledby the new`goldstandard' treatment and the other

set is sampledby parent volunteers. We will assumethat the `gold standard' will re-

port every concussionthat occurs in their observed team-gamesand the volunteers

will only report a portion of theirs. Let X , the number of concussionsin a team-

gamereported by the new `gold standard', be distributed Poisson(� ). Then let Y,

the number of concussionsin a team-gamereported by the volunteers,be distributed

Poisson(p� ) wherep is the proportion of concussionsreported by the volunteers. Both

X and Y are independent. Therefore, �X and �Y are the estimated concussionrates

for the gold standard and volunteersrespectively. The multiplier will be estimatedas
�X
�Y .

In order for the multiplier to be an e�ective tool, its estimate must be precise.

Being a ratio of two random variables,the varianceof the multiplier can be approxi-

mated using Taylor Seriesexpansionof its expectedvalue around its estimate to the

�rst order terms and then taking its expectation (seeMood et al. (1974) pg.181).

The varianceof the multiplier is approximately

Var
� �X

�Y

�
� Var( �X )

�
1

p�

� 2

+ Var( �Y )
�

� �
(p� )2

� 2

=
�

ngs

�
1

p�

� 2

+
�

nvol

�
� �

(p� )2

� 2

Wherengs and nvol are the number of team-gamessampledby the `goldstandard' and

the volunteers respectively. The precisionwill depend on the number of team-games

observed by both the `gold standard' and the parent volunteers, the true concussion

rate and the proportion of concussionsreported by volunteers (Figure 5.1). The

relative errors graphedin Figure 5.1 are basedon the minimum and maximum rates

estimated from the current data, as well as a much higher rate as suggestedby the

headof the Motor Behaviour Laboratory (Dr. David Goodman). The value of p was

set at 1/3 as it is anticipated that volunteerswill not report a proportion lower than

this.
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Games Observed by the 'Gold Standard'
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Figure 5.1: Multiplier precision as a function of true concussionrate and sample
sizewhilemaintaining the number of volunteer sampledteam-gamesat
3000

Even at a very low concussionrate, the slopes in Figure 5.1 begin to level o�

at around 600 team-games.Also, one must considerthat theseerrors are basedon

volunteers reporting 1/3 of the actual concussions.If their reporting rate is lower,

the curves in Figure 5.1 will be higher. Therefore, it is recommendedthat 600-800

team-gamesbeobserved by the `goldstandard' to account for a wide rangeof possible

concussionrates while remaining conservative with respect to volunteer reporting.

New regionsthat are addedto the study (i.e. OkanaganMainline) will have data

that will be solely collected by volunteers. Factors will remain the sameas in the

pilot study and will account for skill levels, age groups and association size. Data
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will still be count data but will focus primarily on concussions. The estimates of

the concussionrate obtained from theseregionswill be multiplied by the expansion

factor as Z �̂ where Z= �X
�Y , is the expansionfactor and �̂ is the volunteer estimate.

The varianceof the adjustedestimate is approximated usingTaylor Seriesexpansion.

The varianceof Z �̂ is

Var(Z �̂ ) � Var(Z )�̂ 2 + Var(�̂ )Z 2

Using this adjustment, one can still comparefactors of interest and examinetrends

in the data.

One must proceedwith caution when using the multiplier from year to year. If

volunteers participating in the study becomequite good at reporting concussions

within a seasonor two, then applying the expansion factor will overestimate the

concussionrate. Someof the participants from the current study will be involved in

the study again and their data may indicate that volunteers report the majorit y of

actual concussions.Applying this expansionfactor to a new region that is composed

of all newvolunteerswho are not yet experiencedat data collectionmay overestimate

the concussionrate aswell.



Chapter 6

Conclusion

In an attempt to quantify the incident of concern rate in minor hockey in British

Columbia, this study recruited parent volunteersto collect data. To assessthe abilit y

of these volunteers, a `gold standard' was used to collect data on a sub-sampleof

team-gamesobserved by the volunteers. The rates reported by the volunteers were

then compareto the rates provided by the `gold standard'.

Due to multiple observations on team-games,the analysisuseda log-linear model,

formedusingGEE's. The joint distribution is di�cult to formulate making maximum

likelihood methods di�cult to implement. However, since incidents of concernare

counts, the marginal distribution can be assumedto be Poisson-like. It is easierthen,

to make the assumptionthat the varianceof the joint distribution is a function of its

meanand take advantage of the quasi-likelihood methods utilized by GEE's.

The original `gold standard' was concludedto be insu�cien t in measuringinci-

dents of concerndue to the possibility that each observer (trained or volunteer) was

reporting somethingsuch as only concussionsor all incidents of concern. The term

incidents of concernis too subjective and allows for di�erent views of the game to

report di�erent events. Therefore, it was not possibleto determine whether or not

parent volunteerscould provide uswith reliabledata. This led to the needfor another

study to be conductedthat would provide more de�nitiv e results.

I feel that the proposedimprovements for a future study will result in a clearer

determination as to whether parent volunteers are an adequatesourceof reporting.

45
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The estimation of an expansionfactor will allow the adequacyof volunteers to be

determined while keeping a lower cost when expanding to other regions of British

Columbia. There is a possibility that if the expansionfactor is close to one, and

volunteers are deemedreliable in terms of reporting, then we can proceedin future

seasonsto useonly the volunteers and will not needto update the expansionfactor

(the most costly part of the study).

Problems that still remain are under-reporting of concussionsand lack of player

follow-up. Sinceplayers are not assessedafter each game,possibleconcussionsmay

not be reported due to mild or unrecognizablesymptoms. Full player assessment

would provide the most reliable data. This could only be accomplishedby assigning

a quali�ed trainer or physician to each participating team. This would be an ideal,

yet extremely costly method of determining concussionrates.

It is my aim that this project contributes to the facilitation of future steps to

reducethe rate of concussionsthroughout minor hockey in not only British Columbia,

but acrossCanada. I feel that in order for players, parents and coachesto be aware

of concussions,they must be presented with evidencethat the concussionrate may

be higher than they are willing to accept as an inherewnt risk of playing hockey.

The methods presented in this project will be usedto collect data in a cost e�ective

manner. Eventually, using the proposedmethods, trends in the concussionrate over

time can be examinedin hopesthat thesetrends will be declining.
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