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Abstract

In the high dimensional setting, we investigate common regularization approaches for fitting logistic regression models with binary response variables. A literature review is provided on generalized linear models, regularization approaches which include the lasso, ridge, elastic net and relaxed lasso, and recent post-selection methods for obtaining $p$-values of coefficient estimates proposed by Lockhart et. al. and Buhlmann et. al. We consider varying $n, p$ conditions, and assess model performance based on several evaluation metrics - such as their sparsity, accuracy and algorithmic time efficiency. Through a simulation study, we find that Buhlmann et. al’s multi sample splitting method performed poorly when selected covariates were highly correlated. When $\lambda$ was chosen through cross validation, the elastic net had similar levels of performance as compared to the lasso, but it did not possess the level of sparsity Zou and Hastie have suggested.
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Chapter 1

Introduction

In the present day and age, the amount of data consistently being created is increasing at an alarming rate [11]. With such large volumes of data, the demand for tools that are capable of extracting usable and useful information is steadily rising. In particular, predictive models that are capable of providing accurate and precise results that enable data-driven decision making are of vital importance. In this paper, we place our main focus on a logistic regression model targeted at binary classification - and in particular, its properties, applications and performance in a high-dimensional setting.

Logistic regression models are a class of generalized linear models that are commonly applied when we wish to estimate the relationship between a categorical response variable and one or more covariates. In the simple case, which will be the focus for the remainder of this paper, the response variable is dichotomous (i.e. only takes on two possible values). Suppose that we have independent responses $y_i$, where $y_i \in \{0, 1\}$, and corresponding covariates $x_i = (x_{i1}, x_{i2}, \ldots x_{ip}), i = 1, 2, \ldots n$. Let $\alpha$ be the intercept and $\beta_j, j = 1, 2, \ldots p$, be the coefficients to be estimated. Denote by $\pi_i$ the probability of our response variable observing a success (i.e. takes the value 1) given the observed data — that is to say, let $\pi_i = P(Y_i = 1 \mid x_i)$. The logistic regression model then takes the form:

\[
\log \left( \frac{\pi_i}{1 - \pi_i} \right) = \alpha + \sum_{j=1}^{p} x_{ij} \beta_j
\]  

(1.1)

As such, it can be seen that we are directly modeling the log odds that our response variable observes a success, where we define odds as the ratio of the probability of observing a success to that of a failure - that is to say, how much more likely we are to observe a success occurring as opposed to a failure. For instance, if we have that $\pi = 0.7$, the odds of success would be $\frac{0.7}{0.3} = 2.1$, which tells us that we are 2.1 times as likely to observe a success as a failure. In the insurance business, logistic regression is commonly utilized as one of the possible ways of detecting fraudulent claims [20]. Suppose that we have a dataset with $n = 100$ sample observations of 3 variables - the fraudulent status, age and gender of a particular claimant. Let the fraudulent status of a given claim be our
response variable, and assume that it takes only 2 possible values ('Yes' and 'No'). We let age and gender be our covariates. To construct a logistic regression model, we then would regress our response on our 2 covariates, in order to build a relationship that enables us to predict the probability of observing fraudulent behavior for a particular claim.

In the simple case described, we had \( n = 100 \) sample observations and \( p = 2 \) predictors. However, it is now often the case in practice that datasets have several hundreds of predictors, and we would like to identify a small subset of the truly important ones to be incorporated in the final model. This is due to the fact that sparser models are more desirable, since they are faster to implement, more memory-efficient to store, and easier to interpret. When the number of predictors \( p \) gets very large, we are placed in the high-dimensional regression setting, and this creates problems if we attempt to build models under traditional assumptions.

Traditionally, when constructing predictive models, it was usually the case that we have \( n > p \). That is to say, the number \( n \) of observations in our dataset, exceeds the number of predictors \( p \) that we have. This relation, \( n > p \), has to be satisfied in order to obtain ordinary least squares estimates for our predictors in a standard linear regression setting. However, there also exist scenarios where we have \( p > n \), where the number of predictors is larger than the number of sample observations that we have. This is commonly observed in the field of genomics when working with gene expression data, where the number of samples tends to be much smaller than the number of genes that are measured, and this poses as a problem when we attempt to obtain regression estimates using traditional methods.

To illustrate some of these issues, we begin by considering the standard linear regression model in the case where we have \( n > p \). Here, \( X \in \mathbb{R}^{n \times p} \) is our design matrix, where the \( i \)th row of \( X \) is \( x_i = (x_{i1}, x_{i2}, \ldots, x_{ip}) \), and the \( j \)th column of \( X \) is \( x_j = (x_{1j}, x_{2j}, \ldots, x_{nj})^T \). Let \( Y \) be a vector of \( n \) response variables and \( \epsilon \) be a vector of independently and identically distributed \( N(0, \sigma^2) \) variates. We then have the usual linear model:

\[
Y = X\beta + \epsilon
\]  

(1.2)

Now, in order to obtain estimates for \( \beta \), the most common course of action is to minimize the residual sum of squares, as shown below:

\[
\hat{\beta} = \arg\min_{\beta \in \mathbb{R}^p} ||Y - X\beta||_2^2
\]  

(1.3)

Subsequently, solving yields the closed-form ordinary least squares estimate for \( \beta \).

\[
\hat{\beta} = (X^T X)^{-1} X^T Y
\]  

(1.4)

One might notice that in order for this closed form solution to exist and be well-defined, the columns of \( X \) have to be linearly independent so that \( X^T X \) is invertible. However, when \( p > n \), it is not possible for \( X \) to have linearly independent columns, and hence \( X^T X \) cannot be invertible. Thus,
traditional methods are unable to provide us with parameter estimates - and this presents itself as one of the issues that arise in a high-dimensional setting.

Besides the fact that regular estimation methods for $\beta$ will fail if $X^TX$ is not invertible, there exist other limitations as well - and namely, the interpretability of the model currently being constructed. Model interpretability becomes a huge issue when the number of predictors $p$ is extremely large. If every single predictor is incorporated, there would be an excessive amount of variables to keep track of, and this unnecessarily complicates the resulting model. Given that it is highly unlikely that all $p$ predictors are important when $p$ is extremely large, a model that is capable of best describing the desired relationship while using the least number of predictors, is the one of choice. As such, the common approach would be to identify a smaller subset of predictors that have the largest impact on our response variable, and either only incorporate those predictors into the final model, or employ approaches that tend to penalize the remaining predictors such that their estimated coefficients are either small or even zero.

This problem of fitting an appropriate model in the high-dimensional setting where the number of our predictors is similar to or larger than the number of samples has been receiving increasing attention in recent years. The pioneering techniques that have been created to tackle these forms of problems belong to the family of penalized regression models; these models will be the primary focus of examination for this paper. These include ridge regression due to Hoerl and Kennard [8], which was targeted at addressing multicollinearity, and the Lasso due to Tibshirani [17] which performs both regularization and variable selection. Many extensions and variations have since been developed and proposed over the years, to supplement and improve on the ability to address both past and newly arising problems of interest. Some of these include the elastic net introduced by Zou and Hastie [23], and the relaxed Lasso introduced by Meinshausen [13].

We will also look at post-selection inference methodologies for obtaining $p$-values for coefficient estimates in the high dimensional setting, such as the sample splitting procedure proposed by Wasserman & Roeder [21], which was then extended by Meinshausen et. al. [14] by incorporating resampling as a way of improving the stability of results (hence termed “stability selection”). Further work was later done by Buhlmann et. al. [2], who proposed a multi sample-splitting method for obtaining $p$-values. More recently, Lockhart et. al. [10] also presented a covariance test statistic specifically for assessing the significance of Lasso coefficient estimates.

In this paper, we will be focusing on a comparative analysis of the various methodologies presented, in the context of high-dimensional logistic regression. We will assess prediction accuracy, algorithmic time-efficiency and overall model interpretability and robustness. Chapter 2 will introduce the methods in question, and will serve as a form of literature review. Chapter 3 will provide comparative analysis and discussion of the properties, and applications of these methods to some specific datasets. Chapter 4 will provide a simulation study of the various methods presented and a discussion on the results obtained. Chapter 5 will conclude with a summary and possible extensions for future work.
Chapter 2

Literature Review

In this chapter, we begin by providing a review of generalized linear models, with a focus on logistic regression. The following section then discusses common regularization approaches employed in the case of high-dimensional logistic regression. The final section discusses post-selection methods for obtaining p-values for parameter estimates.

2.1 Generalized Linear Models

The generalized linear model (GLM) framework is primarily employed due to its flexibility and robustness. It was initially proposed by McCullagh & Nelder [12] as an unified procedure for fitting models associated with different distributions. In the standard linear regression setting, we often think of modeling the responses directly, which creates a linear relationship between the expected value of our response variable and the parameters of our model. As such, changes in our covariates produce constant changes in our response variable. Furthermore, we assume that our responses are independent and follow a Gaussian distribution with constant variance. Covariates are also treated as non-random. Thus, we have:

\[ Y_i = \sum_{j=1}^{p} x_{ij} \beta_j + \epsilon_i \quad , \quad \text{where} \quad \epsilon_i \sim N(0, \sigma^2) \]  

However, this model is inappropriate when applied in certain situations. For example, recalling the earlier example in the insurance industry, a common question of interest is whether claims are fraudulent. As such, our response variable would be binary - taking values of either only 1 or 0 depending on whether the claim is legitimate or fraudulent. Another instance would be when our response variable is the severity of a claim. Payments made on any particular claim cannot be negative, and as such, our response variable would take values in the range of \([0, \infty)\). However, it is usually the case that the majority of claims would have low levels of severity, while a rare few would have extremely high severity. This would cause the resulting distribution to be highly
skewed. As such, in either of the two cases presented, the assumption that our response variable follows a Gaussian distribution is out of place.

On the other hand, a generalized linear model can be employed to much success in either of the aforementioned situations, due to its capability to assume any arbitrary distribution that is part of the exponential family. Consequently, this displays its flexibility and ease of accommodating situations that normally require different approaches. Furthermore, as opposed to the linear regression setting where we model $Y_i$ directly as in (2.1), we seek to model $E(Y_i)$ in the generalized linear model context. The ordinary linear model in (2.1) can be described in the following way,

$$
\mu_i = E[Y_i] = \sum_{j=1}^{p} x_{ij} \beta_j
$$

(2.2)

In the generalized linear model setting, we model a function of the mean of our response variable instead. That is to say, the relationship between a function of $\mu_i$ and the parameters is linear. We assume:

$$
g(\mu_i) = \sum_{i=1}^{p} x_{ij} \beta_j = \eta_i
$$

(2.3)

Here, $g$ is called the link function, and the most common choice for $g$ in the logistic regression setting is that of the logistic link function (also known as the logit link), which can be expressed as follows:

$$
g(\pi_i) = \log \left( \frac{\pi_i}{1 - \pi_i} \right) = \sum_{i=1}^{p} x_{ij} \beta_j
$$

(2.4)

Notice that for binary data $Y_i$, we have $\mu_i = E(Y_i) = P(Y_i = 1|x_i) = \pi_i$, where $\pi_i$ is the probability of observing a success. The link function also happens to be one of the three components of a generalized linear model, namely:

(i) The distribution of $Y_i$ is in the exponential family - that is, the density of $Y_i$ can be written in the form:

$$
f_{Y_i}(y_i; \theta_i) = \exp \{ a(y_i) b(\theta_i) + c(\theta_i) + d(y_i) \}
$$

(2.5)

If $b(\theta_i)$ is the identity function, as we now assume, the model is said to be in canonical form.

(ii) Our covariates and coefficients produce a linear predictor $\eta$.

$$
\eta_i = \sum_{i=j}^{p} x_{ij} \beta_j
$$

(2.6)
There exists a link function $g$, which we require to be differentiable and monotonic on the range of $\mu_i = \mathbb{E}(Y_i)$, such that:

$$
\mu_i = g^{-1}(\eta_i)
$$

(2.7)

Also, notice that $\mu_i = \int y_i f(y_i; \theta_i) dy_i$ is a function of the parameter $\theta_i$.

Sometimes, (2.6) is called the random component of a generalized linear model, whereas (2.7) is called the systematic component. The link function then acts as the bridge that describes the relationship between the two.

Now, consider the generalized linear model setting where our response variable follows a binomial distribution, and a logit link function is employed. Notice that if we write out the likelihood in the form shown in (2.5), with $b$ the identity so that (2.5) is in canonical form, we would obtain the following:

$$
L(\theta_1, \ldots, \theta_n; y) = \prod_{i=1}^{n} \exp \{ a(y_i) \theta_i + c(\theta_i) + d(y_i) \}.
$$

(2.8)

However, this likelihood is not expressed in terms of the coefficients $\beta$ that we wish to estimate. Retaining the notation that $\pi_i = P(Y_i = 1|x_i)$, notice that if we explicitly write out the probability mass function, we set:

$$
L(\theta_1, \ldots, \theta_n; y) = \prod_{i=1}^{n} \pi_i^{y_i} (1 - \pi_i)^{1-y_i}
$$

$$
= \prod_{i=1}^{n} \exp \left\{ y_i \log \left( \frac{\pi_i}{1 - \pi_i} \right) + \log(1 - \pi_i) \right\}.
$$

(2.9)

Thus, we have $a(y_i) = y_i$, $\theta_i = \eta_i = \log \left( \frac{\pi_i}{1 - \pi_i} \right)$, $c(\theta_i) = \log(1 - \pi_i)$ and $d(y_i) = 0$. Subsequently, by making use of the identity provided by our link function in (2.4), we rewrite (2.9) as:

$$
L(\beta; y) = \prod_{i=1}^{n} \exp \left\{ y_i \eta_i + \log \left( \frac{1}{1 + e^{\eta_i}} \right) \right\}
$$

$$
= \prod_{i=1}^{n} \exp \left\{ y_i \sum_{j=1}^{p} x_{ij} \beta_j + \log \left( \frac{1}{1 + e^{\sum_{j=1}^{p} x_{ij} \beta_j}} \right) \right\}
$$

(2.10)
which is now in terms of $\beta$. Naturally, the log-likelihood follows as:

$$
\ell(\beta; y) = \log L(\beta; y) = \log \left( \prod_{i=1}^{n} \exp \left\{ y_i \log \left( \frac{\pi_i}{1 - \pi_i} \right) + \log(1 - \pi_i) \right\} \right)
$$

$$
= \sum_{i=1}^{n} y_i \sum_{j=1}^{p} x_{ij} \beta_j + \sum_{i=1}^{n} \log \left( \frac{1}{1 + e^{\sum_{j=1}^{p} x_{ij} \beta_j}} \right)
$$

$$
= \sum_{i=1}^{n} y_i \sum_{j=1}^{p} x_{ij} \beta_j - \sum_{i=1}^{n} \log \left( 1 + e^{\sum_{j=1}^{p} x_{ij} \beta_j} \right)
$$

$$
= \sum_{j=1}^{p} T_j \beta_j - \sum_{i=1}^{n} \log \left( 1 + e^{\sum_{j=1}^{p} x_{ij} \beta_j} \right),
$$

(2.11)

where $T_j = \sum_{i=1}^{n} y_i x_{ij}$. Taking derivatives with respect to $\beta$ of our log-likelihood function, setting them equal to 0 and solving, then provides us with the desired coefficient estimates. However, in this case, the maximum likelihood estimate of $\beta$ does not have a closed form solution, and as such, numerical methods have to be employed.

For completeness, we note that the first derivative of the log-likelihood function is called the score function, and its expected value is 0. To show this, we consider the logistic regression setting as shown above in (2.11). We begin by taking its derivative, which results in the following:

$$
\frac{\partial}{\partial \beta_k} \left[ \sum_{j=1}^{p} T_j \beta_j - \sum_{i=1}^{n} \log \left( 1 + e^{\sum_{j=1}^{p} x_{ij} \beta_j} \right) \right]
$$

$$
= \sum_{i=1}^{n} y_i x_{ik} - \sum_{i=1}^{n} \frac{x_{ik} \sum_{j=1}^{p} x_{ij} \beta_j}{1 + e^{\sum_{j=1}^{p} x_{ij} \beta_j}}
$$

$$
= \sum_{i=1}^{n} y_i x_{ik} - \sum_{i=1}^{n} x_{ik} \eta_i
$$

$$
= \sum_{i=1}^{n} x_{ik} (y_i - \pi_i).
$$

(2.12)

Above, we made use of the fact that $\pi_i = \frac{e^{\eta_i}}{1 + e^{\eta_i}}$, where $\eta_i = \sum_{j=1}^{p} x_{ij} \beta_j$. Notice that solving for the zeros of the resulting score function in (2.12) would provide us with the maximum likelihood estimate of $\beta$. Now, since each individual $y_i$ is an independent Bernoulli random variable, we have $E(y_i) = \pi_i$. As such, taking the expected value of (2.12) provides us with the desired result of:

$$
E \left[ \sum_{i=1}^{n} x_{ik} (y_i - \pi_i) \right]
$$

$$
= \sum_{i=1}^{n} x_{ik} (\pi_i - \pi_i) = 0.
$$

(2.13)
Recall that in order to obtain the exponential family form shown in (2.8), we had expressed our binomial likelihood function in the form of (2.10), which led to the form of the log likelihood in (2.11). However, notice that if we rewrite the binomial log likelihood function in (2.11) as a function of $\pi$, which would have been the result of directly taking the logarithm of the likelihood function in (2.9), we obtain the commonly adopted form of:

$$\ell(\pi; y) = \sum_{i=1}^{n} \left\{ y_i \log(\pi_i) + (1 - y_i) \log(1 - \pi_i) \right\}$$

(2.14)

In particular, we mention this because the form in (2.14) ties in closely with the concept of logarithmic loss. The logarithmic loss function (also known as log loss or cross-entropy loss; the terms will be used interchangeably) belongs to the family of loss functions for classification problems, and is commonly used as a form of assessment of a model’s performance. On Kaggle, an online data science competition hosting platform, it is often the evaluation criterion of choice when the objective revolves around classification. In particular, almost every single competition that involved an insurance dataset utilized a logarithmic loss function as an evaluation metric [1]. In the binary case, if we let $n$ be the number of sample observations, $\pi_i$ be the predicted probability, and $y_i$ be an indicator variable taking values $\{0, 1\}$ depending on which class label is assigned to observation $i$, the logarithmic loss function is defined as:

$$L = -\frac{1}{n} \sum_{i=1}^{n} \left\{ y_i \log(\pi_i) + (1 - y_i) \log(1 - \pi_i) \right\}$$

(2.15)

We note that the jargon of a "logarithmic loss" is something that is more commonly adopted in the field of machine learning, and although we call (2.15) the logarithmic loss, one can easily recognize the above as essentially the negative log-likelihood function for the binomial case divided by $n$. Due to the fact that the logarithmic loss is an average, one can intuitively think of it as a measure of predictive quality that includes every single data point into comparison; with the key idea being that of comparisons. Stand alone, a logarithmic loss of some given value (i.e $L = 2$) does not provide any meaningful utility - we lack the means of assessing whether the score is good or bad. However, between two or more models, the one that has the smallest logarithmic loss is the one that is the most desirable, and is akin to choosing the model with the smallest negative log-likelihood.

The logarithmic loss function provides a score depending not just on the assigned class labels, but also the predicted probability of belonging to a particular class - where a smaller score is indicative of better performance. Due to the nature of the logarithm function, incorrect classifications with high predicted probabilities are heavily penalized, while similar incorrect classifications with a low predicted probabilities result in losses that are close to 0. We can observe this from the fact that $\log(1 - \pi_i)$ explodes if $\pi_i$ is close to 1, and is close to 0 if $\pi_i$ is close to 0. That is to say, the logarithmic loss function not only takes into account whether predicted class labels are correct or incorrect, but also exactly how confident we are about those predictions.
2.2 Regularization Approaches

Regression methods that involve regularization, also known as penalized regression, are a class of techniques that place constraints on the size of coefficient estimates through the usage of what is commonly called a *penalty term*. Penalized regression is often utilized to address issues of overfitting, as well as in situations where we have ill-posed problems - which is exactly the case in high-dimensions where \( p > n \). Here, we discuss the Lasso, ridge, elastic net and relaxed Lasso regularization approaches, with more focus being placed on the former two, since the latter half can be seen as either an extension or generalization of the former.

2.2.1 Lasso

First introduced by Tibshirani in 1996, the Least Absolute Shrinkage and Selection Operator (Lasso)\(^1\) is a regression technique that has wide applications across countless different fields. A prominent issue of consideration when dealing with high dimensional data is the process whereby one identifies the subset of important variables that are ultimately used to fit the model of choice. In this regard, the Lasso performs both regularization through penalizing and shrinking parameter estimates, and variable selection by being able to shrink parameter estimates to exactly zero. As a result, it addresses the aforementioned problem.

To begin, we consider the linear regression setting. As before, we let \( X \in \mathbb{R}^{n \times p} \) be our design matrix, where the \( i \text{th} \) row of \( X \) is \( x_i = (x_{i1}, x_{i2}, \ldots x_{ip}) \), and the \( j \text{th} \) column of \( X \) is \( x_j = (x_{1j}, x_{2j}, \ldots x_{nj})^T \). We let \( Y \) be a vector of \( n \) response variables and \( \epsilon \) be a vector of independently and identically distributed \( \mathcal{N}(0, \sigma^2) \) variates. This then gives the usual linear model:

\[
Y = X\beta + \epsilon \quad (2.16)
\]

In order to obtain parameter estimates, the Lasso seeks to minimize the residual sum of squares with the addition of a penalty term:

\[
\hat{\beta}_L = \arg \min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \| Y - X\beta \|^2_2 + \lambda \| \beta \|_1 \right\} \quad (2.17)
\]

Commonly, we would first center and standardize our covariates - that is to say, we would subtract the mean of column \( j \) from column \( j \) for each of the \( j \) columns of the design matrix \( X \), and then scale them to be of unit length. We would then center our response vector \( Y \) as well. Doing so allows us to account for the effect of an intercept term without explicitly defining it in our model; this is done to avoid penalizing the intercept term. Besides standardizing our design matrix, for the

\(^1\)Henceforth abbreviated as "Lasso", which is the commonly adopted form in recent literature, as opposed to "lasso" or "LASSO".
remainder of this subsection, we also assume that the columns of $X$ are orthonormal. Here, $\lambda \|\beta\|_1$ is the penalty term, and $\lambda$ is known as the tuning parameter; it influences the Lasso solution by controlling the magnitude of the penalty being imposed on the estimated coefficients. Larger values of $\lambda$ drive all coefficients towards zero, and conversely, smaller values of $\lambda$ allow coefficients to take values further away from zero.

In order to better illustrate this concept, consider the following. Suppose that we wish to solve for a closed-form solution of $X$. The problem at hand that we wish to solve is that of (2.17). Now, if we expand the terms, we end up with:

$$
\hat{\beta}_L = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} Y^T Y + \frac{1}{2} \beta^T \beta - Y^T X \beta + \lambda \|\beta\|_1 \right\}
$$

(2.18)

Subsequently, we make use of the least-squares solution provided in (1.4) to rewrite the problem of interest. Under our previous assumptions, we have:

$$
\hat{\beta}_{ls} = (X^T X)^{-1} X^T Y = X^T Y = Y^T X
$$

(2.19)

By making use of the above identity and discarding the $\frac{1}{2} Y^T Y$ term since it does not contain $\beta$, the parameter being optimized over, we now frame our problem of interest in the following way:

$$
\hat{\beta}_L = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \beta^T \beta - Y^T X \beta + \lambda \|\beta\|_1 \right\}
$$

$$
= \arg\min_{\beta \in \mathbb{R}^p} \left\{ \sum_{j=1}^{p} \left( \frac{1}{2} \beta_j^2 - \beta_j \hat{\beta}_{jl}^2 + \lambda |\beta_j| \right) \right\}
$$

Now, we are left with an equation that is a function of $\beta_j$ which represents the Lasso solution, and $\beta_{jl}^2$ which represents the least squares solution. Necessarily, in order to minimize this quantity, we require that the signs of both $\beta_j$ and $\beta_{jl}^2$ be matching - that is to say, if $\beta_{jl}^2 \leq 0$, $\beta_j \leq 0$ has to follow suit, with the converse being true as well. Otherwise, contrasting signs would cause $\beta_j \beta_{jl}^2$ to take a negative value, which in turn increases the function that we are trying to minimize.

Finally, if we takes derivatives and solve for $\beta_j$, while accounting for the fact that the signs of the least-squares and Lasso solutions have to match, we end up with:

$$
\hat{\beta}_j = \text{sign} \left( \hat{\beta}_{jl} \right) \left( |\hat{\beta}_{jl}| - \lambda \right)^+,
$$

(2.20)

where $\left( |\hat{\beta}_{jl}| - \lambda \right)^+$ denotes the positive part of $\left( |\hat{\beta}_{jl}| - \lambda \right)$. Looking at (2.20), one can see that if $\lambda$ is extremely large, all the Lasso coefficients are likely to be zero. In fact, it is necessarily the
case when \( \lambda > \max|\hat{\beta}_j| \) that all the Lasso coefficients are exactly zero. Conversely, if we have \( \lambda = 0 \), we recover the least-squares solution.

Now, instead of fixing a lambda and solving the Lasso problem, one can think about how the Lasso problem hangs together as a whole. Although it might not appear to be apparent, we note that the solution path of \( \hat{\beta} \) is a piecewise linear function of \( \lambda \), with knots \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_r \geq 0 \). A convincing discussion on this is provided by Tibshirani et. al. [18]. Between any 2 consecutive knots \( \lambda_k \) and \( \lambda_{k+1} \), there exists an active set \( A \) that remains the same for all values of \( \lambda \) between those two knots; any given knot \( \lambda_k \) represents the entry or departure of a particular variable from the current Lasso active set. We define the Lasso active set \( A \) as the support set of the Lasso solution \( \hat{\beta}(\lambda) \), denoted as \( A = \text{supp}(\hat{\beta}) \subseteq \{1, \ldots, p\} \), where we have \( \hat{\beta}_k = 0 \) if and only if \( k \notin A \). Intuitively, suppose that we now initiate the penalty parameter at \( \lambda = \infty \), such that all coefficients are exactly zero. As such, it follows that the solution of \( \hat{\beta}(\infty) \) has no active variables. If we were to then slowly reduce \( \lambda \) and attempt to move the first \( \hat{\beta} \) away from zero, either in the positive or negative direction, there will come a point when a particular value of \( \lambda \) accomplishes this - and this happens precisely at the knot \( \lambda_1 \). The Lasso solution will admit a covariate with a non-zero coefficient which enters the active set, and subsequently becomes the first variable to enter the active set along the Lasso solution path. As we progress to each subsequent knot, variables can be either added or deleted along the way, and this ultimately forms the complete Lasso solution path.

Until now, we have been discussing the properties and applications of the Lasso in the standard linear model setting. However, it is commonly the case that the Lasso is in fact extended to, and applied in the generalized linear model setting. Instead of minimizing the residual sum of squares, we now transition over to minimizing our objective function - which is formed from the negative log-likelihood function after appending a penalty term. More precisely, we define the new function as \( \{-\ell(\beta; y) + \lambda\|\beta\|_1\} \), and estimate \( \beta \) using:

\[
\hat{\beta}_L = \arg\min_{\beta \in \mathbb{R}^p} \left\{-\ell(\beta; y) + \lambda\|\beta\|_1\right\}
\]  

where \( \ell(\beta; y) \) is the log likelihood function and \( \|\beta\|_1 = \sum_{j=1}^p |\beta_j| \) is the \( \ell_1 \)-norm of \( \beta \). To consider the logistic regression setting, we would simply replace \( \ell(\beta; y) \) with the result obtained in (2.11).

### 2.2.2 Ridge Regression

Ridge regression was initially introduced as a solution directed at addressing the issue of non-orthogonal and ill-posed problems [8], which may arise as a result of multi-collinearity - or in our case, high-dimensionality. Similar to the Lasso, in the ridge regression setting, coefficient estimates are shrunk towards zero as the penalty parameter \( \lambda \) increases. However, ridge coefficient estimates never reach exactly zero (unless \( \lambda = \infty \)), and this provides a stark contrast with the Lasso through the inherent implication that ridge regression is incapable of performing variable selection.
Again, we begin by considering the standard linear regression model:

\[ Y = X\beta + \epsilon \] (2.22)

Now, instead of a \( \ell_1 \) penalty in the case with the Lasso, the ridge objective function imposes a squared penalty. Our ridge regression estimates are defined by:

\[
\hat{\beta}_{\text{ridge}} = \arg \min_{\beta \in \mathbb{R}^p} \left\{ \|Y - X\beta\|_2^2 + \lambda \|\beta\|_2^2 \right\} 
\] (2.23)

where \( \|\beta\|_2 = \sqrt{\sum_{j=1}^{p} \beta_j^2} \) is the \( \ell_2 \)-norm of \( \beta \). As before, we retain the notion of not penalizing the intercept term as we had done in Section 2.1.1 for the Lasso. However, unlike the Lasso, ridge regression does not require the assumption of an orthogonal design matrix \( X \) to provide a closed-form solution. To illustrate this, we solve for the ridge solution, beginning by first expanding the equation in (2.23). This gives us:

\[
\hat{\beta}_{\text{ridge}} = \arg \min_{\beta \in \mathbb{R}^p} \left\{ (Y - X\beta)^T(Y - X\beta) + \lambda \beta^T\beta \right\} 
\] (2.24)

Subsequently taking derivatives and solving yields the following normal equation,

\[ X^TY = (X^TX + \lambda I)\beta \] (2.25)

which leads to the estimate:

\[
\hat{\beta}_{\text{ridge}} = \left( X^TX + \lambda I \right)^{-1}X^TY 
\] (2.26)

By introducing the addition of positive quantities to the diagonal elements of \( X^TX \), the resulting new matrix of \( (X^TX + \lambda I)^{-1} \) will always be invertible for some given value of \( \lambda \), regardless of whether \( X^TX \) is initially invertible. Consider the following simple illustration. For some given matrix \( Q \), we say that \( Q \) is singular if and only if there exists some vector \( v \neq 0 \) such that \( Qv = 0 \). Necessarily, \( Qv = 0 \) translates to the fact that \( v^TQv = 0 \) has to be true as well. As such, \( (X^TX + \lambda I) \) is singular if and only if \( v^T(X^TX + \lambda I)v = 0 \) for some \( v \neq 0 \). However, if \( v \neq 0 \),

\[
v^T(X^TX + \lambda I)v = (Xv)^T(Xv) + \lambda v^Tv > 0
\] (2.27)

is always true provided that \( \lambda > 0 \), since \( (Xv)^T(Xv) \) and \( v^Tv \) cannot take negative values. As such, \( (X^TX + \lambda I) \) cannot be singular, and hence is always invertible for all \( \lambda > 0 \). Furthermore, although we introduce bias into ridge estimators through the addition of positive quantities to the
diagonal elements of $X^T X$, ridge estimators are always capable of achieving a lower mean squared error when compared to the unbiased least-squares estimator [8].

As before, if we were to transition over to the generalized linear model setting, we would have an objective function that is composed of the negative log likelihood and a penalty term. Now however, the ridge imposes a $\ell_2$ penalty, as opposed to the $\ell_1$ penalty in the case of the Lasso; our ridge estimator is:

$$\hat{\beta}_{\text{ridge}} = \arg \min_{\beta} \left\{ -\ell(\beta; y) + \lambda \|\beta\|_2^2 \right\}$$

(2.28)

### 2.2.3 Elastic Net

The elastic net was introduced by Zou and Hastie as a regularization approach that is often capable of outperforming the Lasso, especially in the case where the number of predictors is significantly larger than the sample size (i.e. $p >> n$), while retaining a similar sparsity of representation [12].

The elastic net can be seen as a linear combination of the ridge and Lasso approaches, since it imposes both an $\ell_1$ and $\ell_2$ penalty when optimizing its objective function, as shown below.

$$\hat{\beta} = \arg \min_{\beta} \left\{ -\ell(\beta; y) + \lambda_1 \|\beta\|_1 + \lambda_2 \|\beta\|_2 \right\}$$

(2.29)

This can in fact be seen as a generalization of both the ridge and Lasso, since we would be able to recover either of the former if either $\lambda_1$ or $\lambda_2$ happened to be zero respectively. Although the introduction of two penalty terms enables better model robustness, we also recognize it as one of the more apparent drawbacks of the elastic net, since it requires tuning of an additional parameter as compared to other methods.

### 2.2.4 Relaxed Lasso

The relaxed Lasso was introduced by Meinshausen [13] as a solution that extended, and addressed shortcomings of, the Lasso. It was primarily targeted at improving the bias of Lasso coefficients, as well as the Lasso’s tendency to select noise variables if the penalty parameter was selected through cross-validation. To implement the relaxed Lasso, a 2-step procedure is followed.

1. Fit the model with the Lasso penalty, and identify the non-zero coefficients.

2. Refit the same model without the Lasso penalty, while using only the covariates that correspond to the non-zero coefficients identified in (1).

Due to the fact that Lasso estimates are shrunk, they often happen to be biased towards zero. By choosing to refit the same model with the covariates selected from the Lasso model, but without penalizing the coefficients, we are in a sense “relaxing” the results we would obtain if we had simply just the Lasso model on its own.
2.3 Post Selection Inference

In the context of post selection inference using penalized regression, traditional methods are incapable of providing valid confidence intervals or $p$-values for coefficient estimates. In this section, we discuss two different approaches for obtaining $p$-values for coefficient estimates for the penalized regression approaches presented in Section 2.2.

2.3.1 Covariance Test

Specifically in the case of the linear regression model with Lasso regularization, Lockhart et al. [10] propose a covariance test statistic that can be used for assessing the significance of the covariate that enters the present Lasso model at a given stage along the Lasso solution path. Given moderate assumptions on the predictor matrix $X$, it is shown that the covariance test statistic, denoted as $T_k$, asymptotically follows an exponential distribution under the null hypothesis that the current Lasso fit contains all truly active variables. Let $k$ be the current step of the Lasso solution path, $A$ be the current active set of covariates (as defined in Section 2.2.1) and $X_A$ be the columns of $X$ that are in $A$. Then, the proposed covariance test statistic is:

$$T_k = \frac{\langle y, X\hat{\beta}(\lambda_{k+1}) \rangle - \langle y, X_A\tilde{\beta}_A(\lambda_{k+1}) \rangle}{\sigma^2}$$  \hspace{1cm} (2.30)

Here, $\hat{\beta}(\lambda_{k+1})$ is the solution of the Lasso problem at $\lambda = \lambda_{k+1}$ while using covariates $A \cup \{j\}$, with $A$ being the current active set and covariate $j$ entering at step $k$ (i.e. at $\lambda = \lambda_k$). On the other hand, $\tilde{\beta}(\lambda_{k+1})$ is the Lasso solution while only using the current active covariates, at $\lambda = \lambda_{k+1}$. The test statistic is then obtained from the inner product of $[X\hat{\beta}(\lambda_{k+1}) - X_A\tilde{\beta}_A(\lambda_{k+1})]$ with $y$, and intuitively represents an uncentered covariance calculation, which provided the motivation for its name.

Notice that the manner in which we have written (2.30) requires the assumption that $\sigma^2$ is known. However, in practice, $\sigma^2$ is in fact often unknown and will have to be estimated by some value of $\hat{\sigma}^2$ — and the procedure for doing so differs depending on the given sample size $n$ and number of predictors $p$. A common choice when $n > p$ is to estimate $\hat{\sigma}^2$ by the mean squared error, and in this case, the covariance test statistic in (2.30) has an asymptotic $F$-distribution under the null hypothesis [10]. In the case of $p \geq n$, Lockhart et al. suggest estimating $\sigma^2$ from the least squares fit on the support of the model selected by cross-validation, but also comment that this approach is not supported by rigorous theory and will be addressed in future work.
2.3.2 p-value Estimation from multi-sample splitting

An alternate approach based on sample splitting is proposed by Wasserman and Roeder [21] for high-dimensional linear models, with related work subsequently done by Buhlmann and Mandozzi [3]. In particular, Buhlmann et. al. [2] provide a multi sample-splitting approach that is generalized from the work done by Wasserman and Roeder. The proposed multi sample-splitting method is capable of constructing estimated p-values for both the hypothesis testing of individual covariates,

\[ H_{0,j} : \beta_j = 0 \text{ vs. } H_{A,j} : \beta_j \neq 0, \]

as well as tests involving groups of covariates together.

\[ H_{0,G} : \beta_j = 0, \forall j \in G \text{ vs. } H_{A,G} : \beta_j \neq 0 \text{ for at least some } j \in G \]

In the context of multiple testing of \( H_{0,j} : \beta_j = 0 \), the algorithm seeks to control the family-wise error rate \( P(V > 0) \), where \( V \) represents the number of false positives; a false positive being an incorrect rejection of the null hypothesis. That is to say, \( V \) is the number of \( \beta_j \), where \( j \in \{1 \ldots p\} \), that are mistakenly determined to be significantly different from zero. The specific steps of the multi sample-splitting approach are as follows:

**Algorithm 1: Multi-sample splitting method for obtaining p-values**

**Steps:**

1. Given a sample of size \( n \), randomly split the sample into two sets \( I_1 \) and \( I_2 \), where \( |I_1| = \lfloor n/2 \rfloor \) and \( |I_2| = n - \lfloor n/2 \rfloor \).
2. Select covariates \( \hat{S} \in \{1, \ldots , p\} \) based on our modeling approach using \( I_1 \).
3. Consider the reduced set of covariates in \( I_2 \) by only retaining those selected in \( \hat{S} \). Compute \( p \)-values \( p_j \) for \( H_{0,j} \), \( j \in \hat{S} \), using standard least squares estimation.
4. Correct the \( p \)-values for multiple testing with \( p_{j,corr} = \min (|\hat{S}| \cdot p_j , 1) \).
5. Repeat the steps 1-4 for \( B = 100 \) times and aggregate the results.

We do not present the exact aggregation method mentioned in step 5 here, due to the fact that it is lengthy in nature and requires substantial discussion that does not align with the focus of this paper. Details of the aggregation method may be found in Buhlmann et. al’s paper [2].
Chapter 3

Applied analysis of regularization approaches under varying \( n, p \) conditions.

In this section, we aim to provide applied analysis examples utilizing the different regularization approaches discussed in Section 2.2 with real-world datasets. In particular, we will be considering the different cases of:

1. \( n > p \); 
2. \( n < p \); and  
3. \( n = p \).

We begin by providing a description of the datasets used, followed by a brief discussion on sample splitting between test and training sets, and approaches to choosing appropriate values for tuning parameters. We then fit logistic regression models to our datasets with the four different regularization methods discussed in Section 2.2, under the three varying \( n, p \) conditions shown above, and present results with accompanying discussion.
3.1 Datasets

For the purposes of this illustration, we utilize 2 different datasets in order to accommodate the varying conditions we wish to investigate. A birth weight dataset will be used in the case where \( n > p \), while a riboflavin dataset will be used in the cases where \( n = p \) and \( p > n \).

3.1.1 Birth Weight

The first dataset in consideration is the Baystate Medical Center birth weight dataset, which contains \( n = 189 \) samples and \( p = 8 \) predictors that are believed to be risk factors associated with low birth weight. The response variable is dichotomous, and acts as an indicator of the presence or absence of low birth weight. The dataset is obtained from the MASS R package [19].

3.1.2 Riboflavin

The second dataset used in this example is the riboflavin dataset, which contains measures of gene expression on \( n = 71 \) sample observations of \( p = 4088 \) predictor genes. The response variable in this case is continuous, and represents the log-transformed riboflavin production rate. This dataset is contained in the hdi R package [4].

3.1.3 Test and Training Splits

Before we evaluate any given approach, we first partition the sample observations of our dataset into test and training sets. The training set is defined as the subset of our original sample observations that is utilized in building a relationship between our predictors and response variable through our desired modeling approach. Conversely, the test set is utilized as a means of validation and assessment of the performance of the model built from our training set. As such, one would commonly train a model on the training set, and subsequently evaluate the model’s performance on the test set to assess the suitability of the employed approach.

However, an important question of consideration is how exactly one would split the original dataset, and particularly so in cases where the sample size is not very large. There exists a trade-off between retaining more information during the process of building the model, and leaving out information to be used during the performance validation of the built model. Dobbin et. al. [5] state that for sample sizes \( n \) close to or greater than 100, a 1/3rd to 2/3rd split between the test and training sets often happens to be close to optimal in terms of prediction accuracy, with smaller sample sizes requiring larger proportions assigned to the training set. As such, given that we have \( n = 189 \) in the case of the birth weight dataset, we choose to employ the proposed 1/3rd \( (n_1 = 63) \) to 2/3rd \( (n_2 = 126) \) split. Conversely, due to the fact that the size of the riboflavin dataset is smaller than the recommended level, we choose to allocate a higher proportion to the training set - settling on a 70-30% split between the training \( (n_1 = 50) \) and test set \( (n_1 = 21) \) respectively.
3.2 Setup

Below, we describe the setup for the varying \( n, p \) conditions that we investigate. For each of the cases, we fit the following models and assess their performance.

(a) Logistic regression model with Lasso penalty;
(b) Logistic regression model with ridge penalty;
(c) Logistic regression model with elastic net penalty; and
(d) Relaxed Lasso.

All aforementioned models were built with the statistical software R \cite{R} using the \textit{glmnet} package \cite{glmnet}. However, in the case of the elastic net, due to the fact that it requires tuning of more than a single parameter, additional functionality provided by the \textit{caret} package \cite{caret} was utilized as well.

3.2.1 Choosing the Tuning Parameter

An important consideration when fitting penalized regression models is choosing a value for the tuning parameter(s). For the applied example in this section and for the remainder of this paper, we will be making use of 10-fold cross validation as the approach of choice for selecting a value for our tuning parameter. The procedure in question consists of splitting the dataset into 10 equal-sized subsamples, before collectively fitting the desired model on 9 subsamples (i.e. 90\% of the data is used as the training set) and evaluating the model’s performance on the remaining single subsample (i.e. 10\% of the data is used as the validation set). This is then repeated for all 10 possible cases, where each of the 10 subsamples would be used once as the validation set. The value of \( \lambda \) that results in the lowest mean square error rate is then chosen.

3.2.2 Case where \( n > p \)

Here, we make use of the Baystate Medical Center birth weight dataset, where we have \( n = 189 \) sample observations and \( p = 8 \) predictors. The response variable is binary. As mentioned in Section 3.1.3, we begin by splitting our sample observations into separate test and training sets according to the proposed optimal split by Dobbin et. al. \cite{Dobbin}. We then proceed to fit each of the aforementioned models, while retaining the same training and test sets.
3.2.3 Case where $n < p$

In this case, we make use of the riboflavin dataset, which has $n = 71$ sample observations and $p = 4088$ predictors. Once again, we split the sample observations into test and training sets before applying the desired fitting approaches. However, due to the fact that the response variable in consideration is in fact continuous, for the purpose of illustrating the workings of the proposed fitting approaches in a logistic regression setting, we choose to dichotomize it into binary responses using the mean production rate of the response as the point of division. As a result, of the original 71 sample observations, 40 observations which were greater than the mean were assigned to one class, while the remaining 31 were assigned to another.

3.2.4 Case where $n = p$

In this final scenario, due to the difficulty of finding real-world datasets that have exactly the same number of sample observations and predictors, we seek to artificially create such a result by making use of the riboflavin dataset. We select the 50 covariates that have the highest correlation with the response variable, and retain only the columns of our design matrix $X$ that correspond to those covariates. Recall that back in Section 3.1.3, a split of $n_1 = 50$ and $n_2 = 21$ was decided on between the training and test sets. Now, since we are building our models using only the training set, we in fact have the desired scenario of $n = p = 50$. Subsequently, we dichotomize the response variable as we had done for the case where $p > n$.

3.3 Variable Selection

In this section, we focus on examining the variables selected by the penalized regression methods employed in the two cases where $p \geq n$ (i.e. when we are in a high-dimensional setting). In both cases, we dichotomized the continuous response vector of the riboflavin dataset based on its own mean, before partitioning the riboflavin dataset into test and training sets based on a single random split. All models were then fit on only the training set, and subsequently evaluated on the test set. Values of penalty parameters were chosen via 10-fold cross validation. Due to the fact that the ridge model does not perform variable selection, and the relaxed Lasso selects the same variables as the Lasso, we only look at the results obtained from the Lasso and elastic net. In total, the Lasso selects 21 non-zero coefficients in the case where $p > n$ and 11 when $p = n$. On the other hand, the elastic net selected 77 non-zero coefficients in the case where $p > n$ and 27 when $p = n$. Table 3.1 shows the first 5 covariates to enter the Lasso and elastic net models, as well as their estimated coefficients.
Table 3.1: The estimated coefficients of the first 5 covariates to enter the Lasso and elastic net fits are shown. The covariate# represents the column position of the covariate in the design matrix X

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Estimate</th>
<th>Covariate #</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1285</td>
<td>1.468</td>
<td>1285</td>
<td>0.122</td>
</tr>
<tr>
<td>1123</td>
<td>0.999</td>
<td>1123</td>
<td>0.109</td>
</tr>
<tr>
<td>4003</td>
<td>-0.590</td>
<td>4003</td>
<td>-0.078</td>
</tr>
<tr>
<td>2384</td>
<td>-0.353</td>
<td>4006</td>
<td>0.023</td>
</tr>
<tr>
<td>1516</td>
<td>0.314</td>
<td>2384</td>
<td>-0.023</td>
</tr>
<tr>
<td>Elastic Net</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1123</td>
<td>0.792</td>
<td>150</td>
<td>-0.088</td>
</tr>
<tr>
<td>1516</td>
<td>0.366</td>
<td>1123</td>
<td>0.079</td>
</tr>
<tr>
<td>1284</td>
<td>0.358</td>
<td>1861</td>
<td>0.078</td>
</tr>
<tr>
<td>4003</td>
<td>-0.231</td>
<td>4003</td>
<td>-0.075</td>
</tr>
<tr>
<td>4004</td>
<td>-0.199</td>
<td>4004</td>
<td>-0.075</td>
</tr>
</tbody>
</table>

We observe that coefficient estimates were much smaller across the board in the case where $p > n$ when compared to $p = n$, and elastic net coefficient estimates were always smaller than those obtained from the Lasso. Furthermore, the first 5 covariates selected by the Lasso and elastic net differ quite significantly as well.

### 3.3.1 Covariance Test

Here, we apply the covariance test to determine the significance of the variables that enter the Lasso model. Table 3.2 shows the drop in covariance induced by each of the first 5 covariates as they enter our model with the Lasso penalty built on only the training set, as well as their corresponding $p$-values, in the case where $p > n$. Table 3.3 shows the drop in covariance and $p$-values associated with the first 5 covariates to enter our model with the Lasso penalty, but instead fitted on the full riboflavin dataset (without partitioning into training/test sets).

Table 3.2: The $p$-value and drop in covariance are shown for the first 5 covariates selected using the Lasso in the case where $p > n$.

<table>
<thead>
<tr>
<th>Predictor #</th>
<th>Drop in Covariance</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1285</td>
<td>0.691</td>
<td>0.501</td>
</tr>
<tr>
<td>1123</td>
<td>0.364</td>
<td>0.695</td>
</tr>
<tr>
<td>4003</td>
<td>0.521</td>
<td>0.594</td>
</tr>
<tr>
<td>2384</td>
<td>0.160</td>
<td>0.967</td>
</tr>
<tr>
<td>1516</td>
<td>0.469</td>
<td>0.626</td>
</tr>
</tbody>
</table>
Table 3.3: The $p$-value and drop in covariance are shown for the first 5 covariates selected using the Lasso in the case where $p > n$.

<table>
<thead>
<tr>
<th>Predictor #</th>
<th>Drop in Covariance</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1285</td>
<td>0.691</td>
<td>0.501</td>
</tr>
<tr>
<td>1123</td>
<td>0.364</td>
<td>0.695</td>
</tr>
<tr>
<td>4003</td>
<td>0.521</td>
<td>0.594</td>
</tr>
<tr>
<td>2384</td>
<td>0.160</td>
<td>0.967</td>
</tr>
<tr>
<td>1516</td>
<td>0.469</td>
<td>0.626</td>
</tr>
</tbody>
</table>

Here, we observe that none of the first 5 covariates to enter the Lasso model were determined to be significant. We also notice that the results we obtained for the Lasso when using the full riboflavin dataset differs from those obtained by Buhlmann et. al. [2], where they had covariates 1278, 4003, 1516, 2564, 1588 entering the model in that particular order. Necessarily, this is attributed to the fact that we had dichotomized the response variable and fitted a logistic regression model for the case in Table 3.2, as opposed to the standard linear approach that was employed by Buhlmann et. al. Furthermore, we partitioned our data into test and training sets, and only fitted our model on the training set.

### 3.4 Model Evaluation

In this section, we will be examining some of the commonly used metrics for model evaluation that are applicable to binary classification - namely, prediction accuracy, log loss, and area under the curve. We apply these evaluation metrics under the setups with varying $n, p$ conditions described in Section 3.2. Recall that for each of the 3 different $n, p$ conditions, a different dataset was used to train the model. For $n > p$, we used the birth weight dataset as described in Section 3.2.2, whereas for $p > n$, we used the riboflavin dataset with all $p = 4088$ predictors as described in Section 3.2.3. Finally, for the case where $n = p$, we used a subset of the riboflavin data by choosing the 50 most highly correlated variables with the response as described in Section 3.2.4.

#### 3.4.1 Prediction Accuracy

We evaluate the prediction accuracy of any given method as the proportion of predictions that match the actual response values in the test set, while using the model built from the training set. Due to the fact that the response variable is binary, we made assignments during the prediction process depending on whether the probability of a sample observation belonging to a certain class exceeded 0.5 - that is to say, observations were assigned to whichever class label had a higher fitted probability. Table 3.4 shows the prediction accuracies of our classifiers which were built on the training set, when evaluated on the test set, based on a single random split between training and test sets.
Table 3.4: Prediction accuracies for each of the four different regularization approaches under the three varying $n,p$ conditions. The birth weight dataset was used in the case of $n > p$, while the riboflavin dataset was used for the case where $p > n$. The final case of $n = p$ made use of a subset of the riboflavin dataset.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
<th>Relaxed Lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n &gt; p$</td>
<td>0.97</td>
<td>0.86</td>
<td>0.90</td>
<td>0.94</td>
</tr>
<tr>
<td>$p &gt; n$</td>
<td>0.90</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>$n = p$</td>
<td>0.86</td>
<td>0.90</td>
<td>0.90</td>
<td>0.86</td>
</tr>
</tbody>
</table>

We observe that the Lasso outperformed the other methods in the cases where $n > p$ and $p > n$, and that the Lasso always performed at least as well as the relaxed Lasso. However, all of the methods perform decently well, and we are unable to say if any is significantly different from another.

3.4.2 Logarithmic Loss

Here, we evaluate the logarithmic loss (hence abbreviated as log loss), as described in Section 2.1, of the classifications obtained from our models when applied on the test set. Table 3.5 shows the resulting log loss scored derived from the penalized regression models fitted, under the varying $n,p$ conditions.

Table 3.5: Logarithmic loss scores are shown for each of the four different fitting approaches under the three different $n,p$ conditions.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
<th>Relaxed Lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n &gt; p$</td>
<td>0.067</td>
<td>0.303</td>
<td>0.167</td>
<td>1.326</td>
</tr>
<tr>
<td>$p &gt; n$</td>
<td>0.454</td>
<td>0.373</td>
<td>0.368</td>
<td>0.573</td>
</tr>
<tr>
<td>$n = p$</td>
<td>0.134</td>
<td>0.692</td>
<td>0.257</td>
<td>0.545</td>
</tr>
</tbody>
</table>

We observe that the relaxed Lasso consistently had the largest log loss score among the various approaches investigated, and since it is desirable to minimize this quantity, the relaxed Lasso is the worst performing method in this regard. On the other hand, besides the case where $p > n$, the Lasso regularization always resulted in the smallest log loss score among the four.
3.4.3 Receiver Operating Characteristic Curves

The receiver operating characteristic (ROC) curve shows the trade-off between the true positive rate and the false positive rate of a binary classifier. The true positive rate, also known as sensitivity, measures the proportion of positives that are correctly classified as positives. Conversely, the false positive rate measures the proportion of positives that are incorrectly classified as so (which are in fact negatives). An ROC curve is then obtained by plotting the true positive rate on the y-axis, against the false positive rate on the x-axis.

A perfect classifier would have an ROC curve that extends vertically from 0 to 1, yielding a point at $(0, 1)$, and then horizontally across - hence encompassing the entirety of the area in the unit square. Thus, the area under the curve (AUC) acts as a measure of the performance of a given model, with values closer to 1 being more ideal. An AUC of 0.5, which is depicted by a 45 degree line from the origin, represents what one would achieve purely by randomly guessing the outcomes. As such, classifiers that produce an AUC \(\leq 0.5\) essentially provide no meaningful utility, since one could easily achieve similar performance by pure guessing. Also, notice that the point of $(0, 1)$ represents a perfect classification, due to the fact that the true positive rate is 100%, and the false positive rate is in fact 0% at that specific location.

Figure 3.1 shows the ROC curves for each of the four different fitting approaches of interest in the case where \(n > p\), while utilizing the birth weight dataset. Subsequently, Figures 3.2 and 3.3 show the ROC curves for each of the different fitting approaches in the cases where we have \(p > n\) and \(n = p\) respectively, for the riboflavin dataset. All of these figures are based on the classifications of the test set using the classifiers built and fitted on the training data.
Figure 3.1: Receiver operating characteristic (ROC) curves are shown for each of the following: (a) logistic regression with Lasso penalty, (b) logistic regression with ridge penalty, (c) logistic regression with elastic net penalty, and (d) the relaxed Lasso, in the case where \( n > p \) using the birth weight dataset. The ROC curve shows the tradeoff between the true positive rate and false positive rate for a binary classifier, and in particular, the perfect classifier would have a ROC curve that extends vertically from 0 to 1 and horizontally across from 0 to 1 as well, hence maximizing the area under the curve.
Figure 3.2: Receiver operating characteristic (ROC) curves are shown for each of the following: (a) logistic regression with Lasso penalty, (b) logistic regression with ridge penalty, (c) logistic regression with elastic net penalty, and (d) the relaxed Lasso, in the case where $p > n$ using the riboflavin dataset.
Figure 3.3: Receiver operating characteristic (ROC) curves are shown for each of the following: (a) logistic regression with Lasso penalty, (b) logistic regression with ridge penalty, (c) logistic regression with elastic net penalty, and (d) the relaxed Lasso, in the case where $p = n$ using a subset of the riboflavin dataset.
Chapter 4

Simulation Study

Through employing a simulation study, we seek to gauge and compare the performance of the various penalized regression methods, as well as to quantify uncertainty regarding the coefficient estimates obtained from them. The general idea behind running such simulations revolves around first randomly generating pseudo data by sampling from some specified probability distribution. One would then compute the statistics of interest using the generated data, and finally aggregate the results in some manner after repeating the process for some large number of iterations. The purpose of our simulation study is directed towards investigating the workings of regularized logistic regression in high dimensions, and we will be considering three different setups that make use of the riboflavin dataset.

In this chapter, we begin by describing the general design and setup of our simulation study. We then report and discuss the results of variable selection and model performance that were obtained from running the simulation study under the three varying \( n, p \) conditions investigated. We end by tying up loose ends - where we address some of the choices and assumptions made during the study, provide interpretation of interesting results observed, and highlight the weaknesses discovered in some methods.

4.1 Simulation Design

Of the three setups in consideration, the first is the case where the number of predictors outnumbers the number of sample observations, \( p > n \). In this event, we retain the sample size of \( n = 71 \) and number of predictors \( p = 4088 \) as they are in the original dataset when generating new data during the simulation. In the second setup, we investigate the case where the number of predictors equals the number of sample observations \( p = n \). We will still be making use of the riboflavin dataset, but only retain the 50 covariates that have the highest correlation with response variable of interest. In the third and final case, we again take the number of predictors equal to the number of sample observations \( p = n \), but instead choose our 50 covariates randomly. Now, having described the various designs, the procedure we undertake is as follows.
Algorithm 2: Simulation study with the riboflavin dataset

Steps:

1. Center the response vector $Y$ and the columns of the design matrix $X$, and scale the columns of $X$ by dividing by their standard deviations.

2. Fit the desired penalized regression approach to the original dataset. Identify and select the first 2 coefficients to enter the model.

3. Using only the columns of the design matrix $X$ that correspond to the earlier 2 coefficients selected, fit the standard linear model. Denote the coefficient estimates obtained by $\hat{\beta}_s$.

4. Generate new $Y$ values based on the standard linear relationship between the covariates and the response.

$$Y = X\beta + \epsilon, \quad \text{where } \epsilon \sim N(0, \sigma^2) \quad (4.1)$$

However, in this case, we use $\hat{\beta}_s$ in place of $\beta$. We retain the design matrix $X$ as it is in the original riboflavin dataset, but standardized as above. Values of $\epsilon$ are generated by sampling from a Gaussian distribution with mean 0 and estimated variance $\hat{\sigma}^2$, where $\hat{\sigma}^2 = \frac{RSS}{n}$. We define the residual sum of squares as $RSS = \|Y - X\hat{\beta}_s\|^2_2$. As such, the relationship we have can in fact be written as:

$$Y_{pseudo} = X\hat{\beta}_s + \hat{\epsilon}, \quad \text{where } \hat{\epsilon} \sim N(0, \hat{\sigma}^2) \quad (4.2)$$

5. Dichotomize our new response vector $Y_{pseudo}$ based on the mean of our centered response vector $Y$. This break point naturally occurs at 0, since $Y$ is centered and has a mean of 0.

6. Apply the desired fitting approaches (which in this case are our penalized logistic regression models introduced in Chapter 2) to the generated dataset consisting of response vector $Y_{pseudo}$ and design matrix $X$, and perform computations of interest. In particular, we look at:

- Variable selection.
- Model evaluation.
- Hypothesis testing and p-values.

7. Repeat steps 4 – 6 for $B = 100$ times and aggregate results.
4.2 Case where $p > n$

We begin by fitting the a linear model with Lasso regularization to the centered and standardized $X$, and centered $Y$ of the riboflavin dataset. We then identify the value of $\lambda$ at the knot where exactly two non-zero coefficients are admitted into the model - we find that this happens at $\lambda = 0.587$, and the two coefficients of interest correspond to covariates 1278 and 4003. Subsequently, we proceed to fit the standard linear model with a design matrix $X_s$ that only contains those two covariates, and denote the resulting estimated coefficient vector by $\hat{\beta}_s$. Table 4.1 shows the estimated values for this coefficient vector. Naturally, we observe that the estimate for the intercept term $\hat{\beta}_0$ is in fact 0, since we had priorly centered our design matrix. We then compute the residual sum of squares of our linear fit divided by $n$ in order to estimate $\hat{\sigma}^2$. In this case, we find $\hat{\sigma}^2 = 0.361$.

Table 4.1: Coefficient estimates from fitting the standard linear model using only the first 2 covariates selected by the Lasso. The response vector $Y$ was centered, while the design matrix $X$ was centered and standardized.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_0$</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{\beta}_{1278}$</td>
<td>0.528</td>
</tr>
<tr>
<td>$\hat{\beta}_{4003}$</td>
<td>-0.472</td>
</tr>
</tbody>
</table>

The fact that 1278 and 4003 were selected is not very surprising if we were to take a look at the correlation structure of the dataset, which can be observed from the correlation plot shown in Figure 4.1, since the two covariates happen to be highly correlated with the response. We also note that the first non-zero coefficient to enter the active set of the Lasso always corresponds to the covariate that has the highest correlation with the response. In fact, we can observe that in this case, covariate 1278 happens to be the first to enter the Lasso model and also has the highest correlation ($\rho = 0.649$) with the response among all $p = 4088$ covariates.

Table 4.2: Value of $\lambda$ used to fit the preliminary Lasso to get coefficient estimates for the simulation, and value of $\hat{\sigma}$ used for simulating our response vector.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>0.587</td>
</tr>
<tr>
<td>$\hat{\sigma}$</td>
<td>0.601</td>
</tr>
</tbody>
</table>
Based on $\hat{\beta}_s$, we generate values for our response vector $Y_{pseudo}$, as described in Algorithm-2, for each iteration of our simulation study. Afterwards, we dichotomize our pseudo response vector based on the mean of the original response vector $Y$. Our data is then split into training and test sets; we fit our models on the training set and evaluate them on the test set. We fit four different logistic regression models in total, each with one of the regularization approaches discussed in Section 2.2, and assess their performance in terms of variable selection and model evaluation criteria. Values of tuning parameters are chosen through 10-fold cross validation.

Figure 4.1: A correlation plot is shown for the five covariates that have the highest correlation with the response variable, in descending order. Among the five, covariates 1278 and 4003 are the first two to be selected by the Lasso.
4.2.1 Variable Selection

Across the $B = 100$ Monte Carlo samples, we kept track of the number of instances a particular non-zero coefficient was admitted into the model, as well as its estimate. This was done for the Lasso and elastic net models, since ridge regression is incapable of performing variable selection and the relaxed Lasso uses the same selected variables as the Lasso. However, due to the large number of coefficients in consideration, we chose to review only the five most frequently observed ones in greater detail. Table 4.3 shows the number of times the five most frequently selected coefficients were present in the fitted models, as well as their averages and standard deviations. We note that the averages and standard deviations presented are obtained from only the non-zero values of a particular coefficient. That is to say, the average and standard deviation given for covariate 1278 in Table 4.3 under the context of the Lasso, are calculated from only the 47 non-zero coefficient estimates (i.e. the other 53 are exactly 0) among the 100 Monte Carlo samples of the simulation study.

Table 4.3: The 5 covariates selected most frequently by the Lasso and elastic net with 10-fold cross validation across $B = 100$ samples. For each coefficient, the number of times that variable was selected is given along with the mean and average of the (non-zero) values. The covariate number represents the column position of the covariate in the design matrix.

<table>
<thead>
<tr>
<th>Lasso</th>
<th>Covariate #</th>
<th>Count</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1278</td>
<td>47</td>
<td>0.466</td>
<td>0.285</td>
<td></td>
</tr>
<tr>
<td>4003</td>
<td>40</td>
<td>-0.328</td>
<td>0.285</td>
<td></td>
</tr>
<tr>
<td>1279</td>
<td>15</td>
<td>0.330</td>
<td>0.284</td>
<td></td>
</tr>
<tr>
<td>244</td>
<td>14</td>
<td>0.186</td>
<td>0.197</td>
<td></td>
</tr>
<tr>
<td>1290</td>
<td>14</td>
<td>0.308</td>
<td>0.234</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Elastic Net</th>
<th>Covariate #</th>
<th>Count</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>4003</td>
<td>93</td>
<td>-0.078</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>1278</td>
<td>92</td>
<td>-0.083</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td>4006</td>
<td>86</td>
<td>-0.061</td>
<td>0.040</td>
<td></td>
</tr>
<tr>
<td>1279</td>
<td>85</td>
<td>0.065</td>
<td>0.043</td>
<td></td>
</tr>
<tr>
<td>4004</td>
<td>84</td>
<td>-0.061</td>
<td>0.038</td>
<td></td>
</tr>
</tbody>
</table>

Intuitively, one might already expect covariates 1278 and 4003 to be among the ones that most frequently appear, due to the fact that they were used simulate values for the response vector $Y_{pseudo}$. In fact, they can be thought of as the true "correct" variables that we would expect a good perform-
ing model to pick out among the many noise variables. We observe that this happens to be true for both the case of the Lasso and elastic net. Although the elastic net tends to select covariates 1278 and 4003 much more frequently than the Lasso, this does not necessarily imply that the elastic net is better at identifying the correct variables, since it in fact admits a larger number of non-zero coefficients across the board. From the $B = 100$ Monte Carlo samples run, the Lasso selected 7 covariates on average per run, while the elastic net selected 27. Furthermore, we note that the estimates produced by the elastic net model on average ($\hat{\beta}_{4003} = -0.078$) were much smaller than the true values used to generate the datasets during the simulation ($\hat{\beta}_{4003} = -0.472$).

For each sample, we also assessed the statistical significance of any covariate that entered the Lasso model by making use of the covariance test proposed by Lockhart et. al. At the same time, we assessed the statistical significance of any covariate that enters the elastic net model by making use of the sample splitting method proposed by Buhlmann et. al. In doing so, we wish to investigate whether the models are in fact capable of identifying the correct covariates (i.e. covariates 1278 and 4003 that were used for data simulation), and whether they were determined to be significant. As such, we examine the following.

1. How many times were covariates 1278 and 4003 selected by the Lasso model? Of the total number of times they were selected, how many times did they happen to be statistically significant?

2. How many times were covariates 1278 and 4003 the first to enter the Lasso regularized model? Of the total number of instances, how many times were they statistically significant?

3. How many times were covariates 1278 and 4003 the second to enter the Lasso regularized model? Of the total number of instances, how many times were they statistically significant?

4. How many times were covariates 1278 and 4003 the third or later to enter the Lasso regularized model? Of the total number of instances, how many times were they statistically significant?

Table 4.4 shows the number of times where covariates 1278 and 4003 were determined to be statistically significant by the covariance test, out of the total number of times they were selected by the Lasso model. Subsequently, Table 4.5 shows the number of times where covariates 1278 and 4003 were determined to be significant broken down by the knots at which they enter the Lasso model. Table 4.6 then shows the number of times that a particular covariate was selected by the Lasso when covariate 1278 was the first to be admitted into the Lasso solution path, while Table 4.7 shows the same result for covariate 4003. The correlation structure in the original full riboflavin dataset of covariates 1278 and 4003, along with the covariates identified in Table 4.6 and Table 4.7, are then shown in Figure 4.2.
Table 4.4: The number of times in 100 Monte Carlo samples that covariates 1278 and 4003 were selected by the Lasso, as well as the number of instances where they are determined to be statistically significant. Proportions with respect to the total are provided in parentheses.

<table>
<thead>
<tr>
<th>Lasso</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariate</td>
<td>Total</td>
<td>Significant</td>
<td>Not Significant</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1278</td>
<td>47</td>
<td>26 (0.55)</td>
<td>21 (0.45)</td>
<td></td>
</tr>
<tr>
<td>4003</td>
<td>40</td>
<td>16 (0.40)</td>
<td>24 (0.60)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5: The number of times in 100 Monte Carlo samples that covariates 1278 and 4003 were determined to be significant, as well as the total number of instances where they were the first, second, or third or later variable to be selected by the Lasso, respectively. Proportions with respect to the total are shown in parentheses.

<table>
<thead>
<tr>
<th>First</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariate</td>
<td>Total</td>
<td>Significant</td>
<td>Not Significant</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1278</td>
<td>22</td>
<td>15 (0.68)</td>
<td>7 (0.32)</td>
<td></td>
</tr>
<tr>
<td>4003</td>
<td>10</td>
<td>6 (0.60)</td>
<td>4 (0.40)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariate</td>
<td>Total</td>
<td>Significant</td>
<td>Not Significant</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1278</td>
<td>13</td>
<td>0 (0.00)</td>
<td>13 (1.00)</td>
<td></td>
</tr>
<tr>
<td>4003</td>
<td>9</td>
<td>1 (0.11)</td>
<td>8 (0.89)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Third</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariate</td>
<td>Total</td>
<td>Significant</td>
<td>Not Significant</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1278</td>
<td>12</td>
<td>11 (0.92)</td>
<td>1 (0.08)</td>
<td></td>
</tr>
<tr>
<td>4003</td>
<td>21</td>
<td>11 (0.53)</td>
<td>10 (0.47)</td>
<td></td>
</tr>
</tbody>
</table>

Interestingly, we observe that both covariates 1278 and 4003 were determined to be not significant on most instances when they were admitted into the Lasso model second. On the other hand, they were more likely to be significant when they either entered the model first, third or later onwards. We direct readers to see Section 4.5.4 for a discussion, where we pursue further investigation into this matter.
Table 4.6: The number of times in 100 Monte Carlo samples that a particular coefficient was observed to enter the Lasso regularized model as the second and third non-zero coefficient, when **covariate 1278 enters the model first**, ordered by decreasing frequency.

<table>
<thead>
<tr>
<th>Covariates entering the model 2nd.</th>
<th></th>
<th></th>
<th></th>
<th>Others</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counts</td>
<td>4004</td>
<td>1285</td>
<td>1290</td>
<td>7</td>
<td>22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Covariates entering the model 3rd.</th>
<th></th>
<th></th>
<th></th>
<th>Others</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counts</td>
<td>4003</td>
<td>4004</td>
<td>1297</td>
<td>8</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 4.7: The number of times in 100 Monte Carlo samples that a particular coefficient was observed to enter the Lasso regularized model as the second and third non-zero coefficient, when **covariate 4003 enters the model first**, ordered by decreasing frequency.

<table>
<thead>
<tr>
<th>Covariates entering the model 2nd.</th>
<th></th>
<th></th>
<th></th>
<th>Others</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counts</td>
<td>1278</td>
<td>4004</td>
<td>1516</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Covariates entering the model 3rd.</th>
<th></th>
<th></th>
<th></th>
<th>Others</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counts</td>
<td>1279</td>
<td>1297</td>
<td>1516</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>
Figure 4.2: The correlation structure between covariates 1278, 4003, the ones identified in Table 4.6 & Table 4.7, and the centered response vector $Y$ in the original riboflavin dataset.
Similarly, Table 4.8 shows the number of instances where covariates 1278 and 4003 were determined to statistically significant by the sample-splitting method, out of the total number of times they were selected by the elastic net. However, out of the large number of variables selected by the elastic net, most were determined to be not significant when the sample-splitting method was applied to obtain $p$-values. Across the $B = 100$ Monte Carlo samples, only 19 unique covariates were found to be significant. Of these, variable 4003 was declared significant twice and variable 1278 never. In fact, covariate 4003 was the only variable observed to be significant on more than one occasion. As a result, further partitioning into subsets where either covariate 1278 or 4003 happen to enter the model first, second, etc. will be skipped due to the small number of significant variables observed in total.

Table 4.8: The total number of times where covariates 1278 and 4003 were selected by the elastic net, as well as the number of instances where they were determined to be statistically significant. Proportions with respect to the total are provided in parentheses.
4.2.2 Model Evaluation

Prediction Accuracy

We assess the prediction accuracy of a given approach by fitting the model on a training set, before validating it on the test set. Sample splitting between the training and test set will be maintained as in Section 3.1.3 for the rest of this paper, with \( n_1 = 50 \) assigned to the training set and \( n_2 = 21 \) assigned to the test set respectively. Model evaluations are all done on the test set. Table 4.9 shows the average prediction accuracies and standard deviations observed for each of the different models that were fitted across the \( B = 100 \) Monte Carlo samples.

Table 4.9: Average prediction accuracies and standard deviations for each of the four penalized regression methods investigated during the simulation. Evaluation is done on the test set, using the model obtained from the training set. A total of \( B = 100 \) iterations are run.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.710</td>
<td>0.115</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.682</td>
<td>0.119</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.714</td>
<td>0.105</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.705</td>
<td>0.101</td>
</tr>
</tbody>
</table>

In order to determine if any method yielded a prediction accuracy that was significantly different from another, we performed paired comparison t-tests with Bonferroni correction; where we are testing the null hypothesis that the average difference between any two given approach is in fact zero, against its two-sided alternative. Table 4.10 provides the multiple comparison corrected \( p \)-values obtained. We observe that at the \( \alpha = 0.05 \) significance level, none of the prediction accuracies were determined to be significantly different from each other.

Table 4.10: \( p \)-values with Bonferroni correction from paired comparison t-tests between prediction accuracies obtained from the different penalized regression methods. None are determined to be significantly different from each other at the \( \alpha = 0.05 \) significance level.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>0.23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>1.00</td>
<td>0.11</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.36</td>
<td>0.06</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Logarithmic Loss

We also evaluate models based on the logarithmic loss of their predictions. Evaluations are done on the $n_2 = 21$ sample observations of the test set. Recall from (3.2) that the logarithmic loss score not only depends on the predicted class assignment, but also on the predicted probability of being in that particular class. Hence, it acts as both a measure on the prediction accuracy of our regression model and on the confidence of those predictions. Table 4.11 shows the average log loss scores observed across the $B = 100$ Monte Carlo samples of our simulation.

Table 4.11: The average and standard deviation of the logarithmic loss scores, across $B = 100$ Monte Carlo samples, for each of the different fitting approaches.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.611</td>
<td>0.151</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.628</td>
<td>0.122</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>1.600</td>
<td>1.309</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>3.107</td>
<td>3.657</td>
</tr>
</tbody>
</table>

In order to determine if any method yielded a logarithmic loss that was significantly different from another, we performed paired comparison t-tests with Bonferroni correction. Table 4.12 provides the multiple comparison corrected $p$-values obtained.

Table 4.12: $p$-values with Bonferroni correction from paired comparison t-tests between log loss scores obtain from the different penalized regression methods.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
</tr>
</tbody>
</table>

With the exception of the Lasso-ridge comparison, the difference between log loss scores from the different fitting approaches were all found to be highly significant; statistical significance was determined even at $\alpha = 0.01$. 
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Area Under the Curve

Although it is not feasible to plot ROC curves for every Monte Carlo sample of the simulation, we can definitely keep track of measures of the area under the curve (AUC) of our predictions. The AUC measures the area of the unit square that lie underneath the ROC curve; values close to 1 are indicative of good performance and hence desirable, while values close to 0.5 suggest performance similar to random guessing. Table 4.13 provides the average and standard deviations of the AUC scores calculated across the $B = 100$ Monte Carlo samples of our simulation.

Table 4.13: The average and standard deviation of the AUC scores observed across $B = 100$ Monte Carlo samples for each of the different fitting approaches.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.778</td>
<td>0.108</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.751</td>
<td>0.116</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.749</td>
<td>0.126</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.720</td>
<td>0.119</td>
</tr>
</tbody>
</table>

In order to determine if any method yielded an AUC that was significantly different from another, we once again performed pairwise comparison t-tests with Bonferroni correction. Table 4.14 provides the multiple comparison corrected $p$-values obtained. We observe that at the $\alpha = 0.05$ significance level, a majority of the approaches had AUC scores that were determined to be significantly different from each other.

Table 4.14: $p$-values with Bonferroni correction, are provided from paired comparison t-tests between the different penalized regression methods.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>0.02</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.02</td>
<td>1.00</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>&lt; 0.01</td>
<td>0.04</td>
<td>0.06</td>
</tr>
</tbody>
</table>
4.3 Case where \( p = n \), with highly correlated covariates.

In this case, we began by first identifying the 50 covariates most highly correlated with the response. We then fit a linear model with Lasso regularization to the centered and standardized \( X_s \), which contains only columns of the riboflavin dataset that correspond to the 50 covariates with the highest correlation scores. We then repeat the same procedures as described in Section 4.2 for the case where \( p > n \), with the exception that we now run our simulation for \( B = 500 \) iterations since reducing the size of our design matrix decreased computation time significantly. Not surprisingly, the exact same results as in Section 4.2 were observed. Covariates 1278 and 4003 were selected, and hence \( \hat{\beta}_s \) in this case retains the same values as shown in Table 4.1. As in Section 4.2, the first two variables selected along the Lasso path for the original dataset are 1278 and 4003. In our simulation study, we use the same values for \( \hat{\beta}_s \) and \( \hat{\sigma}^2 \) as we used in Section 4.2, and were shown earlier in Table 4.2. We also used the same break point to dichotomize the continuous response variable into a binary response variable, and the process of 10-fold cross validation to choose the value of \( \lambda \).

4.3.1 Variable Selection

As before, we kept track of the number of instances a particular non-zero coefficient was admitted into the model, and examined those that were frequently observed in greater detail. Table 4.15 shows the results observed with the Lasso, while Table 4.16 shows the results for the elastic net.

Table 4.15: The 5 covariates selected most frequently by the Lasso with 10-fold cross validation across \( B = 500 \) samples. For each coefficient, the number of times that variable was selected is given along with the mean and average of the (non-zero) values.

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Count</th>
<th>Average</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1278</td>
<td>368</td>
<td>0.386</td>
<td>0.175</td>
</tr>
<tr>
<td>4003</td>
<td>344</td>
<td>-0.285</td>
<td>0.163</td>
</tr>
<tr>
<td>4008</td>
<td>146</td>
<td>-0.311</td>
<td>0.282</td>
</tr>
<tr>
<td>1436</td>
<td>128</td>
<td>-0.272</td>
<td>0.183</td>
</tr>
<tr>
<td>1588</td>
<td>106</td>
<td>-0.234</td>
<td>0.222</td>
</tr>
</tbody>
</table>
Table 4.16: The 5 covariates selected most frequently by the elastic net with 10-fold cross validation across $B = 500$ samples. For each coefficient, the number of times that variable was selected is given along with the mean and average of the (non-zero) values.

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Count</th>
<th>Average</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1278</td>
<td>372</td>
<td>0.453</td>
<td>0.255</td>
</tr>
<tr>
<td>4003</td>
<td>354</td>
<td>-0.311</td>
<td>0.267</td>
</tr>
<tr>
<td>4008</td>
<td>314</td>
<td>0.370</td>
<td>0.274</td>
</tr>
<tr>
<td>1436</td>
<td>300</td>
<td>0.326</td>
<td>0.297</td>
</tr>
<tr>
<td>1279</td>
<td>294</td>
<td>0.369</td>
<td>0.226</td>
</tr>
</tbody>
</table>

Once again, we applied the covariance test to assess the statistical significance of coefficients that entered the Lasso model, and employed the sample-splitting algorithm to assess the significance of coefficients that were retained by the elastic net model. Table 4.17 shows the number of times either covariate 1278 or 4003 was found to be significant, out of the total number of instances that they were selected by the Lasso during the simulation. Table 4.18 subsequently breaks down the results by the knot at which either of covariate 1278 or 4003 was admitted into the model.

Table 4.17: The number of times that covariates 1278 and 4003 were selected by the Lasso, as well as the number of instances where they are found to be significant using the covariance test. Proportions with respect to the total are provided in parentheses.

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Significant</th>
<th>Not Significant</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1278</td>
<td>74 (0.20)</td>
<td>294 (0.80)</td>
<td>368</td>
</tr>
<tr>
<td>4003</td>
<td>65 (0.19)</td>
<td>279 (0.81)</td>
<td>344</td>
</tr>
</tbody>
</table>
Table 4.18: The number of times that covariates 1278 and 4003 are found to be significant, as well as the number of times that they were the first, second, or third or later variable to be selected by the Lasso, respectively. Proportions with respect to the total are shown in parentheses.

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Significant</th>
<th>Not Significant</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1278</td>
<td>54 (0.78)</td>
<td>15 (0.27)</td>
<td>69</td>
</tr>
<tr>
<td>4003</td>
<td>10 (0.29)</td>
<td>24 (0.71)</td>
<td>34</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Significant</th>
<th>Not Significant</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1278</td>
<td>0 (0.00)</td>
<td>20 (1.00)</td>
<td>20</td>
</tr>
<tr>
<td>4003</td>
<td>9 (0.11)</td>
<td>13 (0.89)</td>
<td>22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Significant</th>
<th>Not Significant</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1278</td>
<td>20 (0.07)</td>
<td>259 (0.93)</td>
<td>279</td>
</tr>
<tr>
<td>4003</td>
<td>46 (0.16)</td>
<td>242 (0.84)</td>
<td>288</td>
</tr>
</tbody>
</table>

The multi-sample splitting method almost always failed to detect significance of any variable when applied to our logistic regression model with elastic net regularization. As such, it is not meaningful to provide the breakdown in the greater detail as we had done for the Lasso. We speculate that this may partly be due to the fact that the elastic net tends to select too many covariates at any given time, which in turn affects the performance of the multi sample splitting method. We direct readers to Section 4.5.3 where we provide further discussion on this matter.
4.3.2 Model Evaluation

Prediction Accuracy

We repeat the process of evaluating our models based on their prediction accuracies, log loss and AUC scores, in the manner described in Section 4.2. Table 4.19 contains the resulting average and standard deviation of the prediction accuracies observed across the $B = 500$ Monte Carlo samples, for each of the four different models in consideration. For each sample, we recorded the proportion of the $n_2 = 21$ test cases which we correctly classified. The averages and standard deviations are computed for these 500 figures.

Table 4.19: Average prediction accuracies and standard deviations are provided for each of the penalized regression methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.744</td>
<td>0.099</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.752</td>
<td>0.096</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.741</td>
<td>0.104</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.740</td>
<td>0.099</td>
</tr>
</tbody>
</table>

The prediction accuracies and corresponding standard deviations observed across the different penalized regression methods appear to be highly similar. Upon performing pairwise comparisons using t-tests with a Bonferroni correction, we observe that none of the prediction accuracies are significantly different from each other at the $\alpha = 0.05$ significance level. The $p$-values obtained are provided in Table 4.20.

Table 4.20: $p$-values with Bonferroni correction, are provided from paired comparison t-tests between the different fitting approaches.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>0.72</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.89</td>
<td>0.89</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.88</td>
<td>0.10</td>
<td>0.35</td>
</tr>
</tbody>
</table>
Logarithmic Loss

Next, we look at the log loss. For each Monte Carlo sample, the average log loss was computed using the $n_2 = 21$ test observations. Table 4.21 contains the resulting average and standard deviation of the logarithmic loss scores observed across the $B = 500$ Monte Carlo samples, for each of the four different models in consideration.

Table 4.21: Average log loss scores and standard deviations are provided for each of the penalized regression methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.529</td>
<td>0.133</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.542</td>
<td>0.063</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.601</td>
<td>0.415</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>1.640</td>
<td>2.818</td>
</tr>
</tbody>
</table>

Among the four different approaches, the relaxed Lasso regularization produced the largest (hence the worst) log loss score and had the largest standard deviation as well. We also notice that the standard deviations of log loss scores produced by the four different methods are drastically different. In particular, the elastic net and relaxed Lasso both have large standard deviations in comparison to their averages, which suggests that the log loss scores obtained in those cases were highly skewed.

Upon performing paired comparison t-tests with a Bonferroni correction, we observed significant differences in log loss scores between the relaxed Lasso and all other models. The $p$-values obtained are provided in Table 4.22.

Table 4.22: $p$-values with Bonferroni correction from paired comparison t-tests between log loss scores.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>0.81</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.37</td>
<td>0.78</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>
Area Under the Curve

Finally, we look at the area under the curve. Table 4.23 contains the resulting average and standard deviation of the AUC scores observed across the $B = 500$ Monte Carlo samples, for each of the four different classification methods in consideration.

Table 4.23: Average AUC and standard deviations are provided for each of the classification methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average prediction accuracy</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.830</td>
<td>0.091</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.846</td>
<td>0.088</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.830</td>
<td>0.100</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.815</td>
<td>0.099</td>
</tr>
</tbody>
</table>

Upon performing paired comparison t-tests with a Bonferroni correction, significant differences in AUC scores were observed only between the relaxed Lasso and ridge models at the $\alpha = 0.05$ significance level. The $p$-values obtained are provided in Table 4.24.

Table 4.24: $p$-values with Bonferroni correction from paired comparison t-tests between AUC scores.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>0.26</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>1.00</td>
<td>0.14</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.45</td>
<td>&lt;0.01</td>
<td>0.77</td>
</tr>
</tbody>
</table>
4.4 Case where $p = n$, with randomly selected covariates.

When we first considered the case where $p = n$, we chose to retain the 50 covariates that had the highest correlation with the response in the original dataset. If two predictors are highly correlated with each other, then this method makes it likely that they will either both or neither be selected among our 50 covariates. As a result, our 50 selected covariates contain many highly correlated pairs. Now, instead of selecting them in some deterministic manner, we will randomly choose 50 that will be retained in our dataset. As such, this greatly increases the chances of bringing noise variables that offer no predictive value into consideration. Notice that when we applied the various fitting approaches to the case where we retained highly correlated covariates, we sought to verify if the models were capable of identifying the correct variables among others that are highly correlated. Conversely, in this case, we seek to verify if our models are capable of differentiating important variables from noise variables.

We repeat the procedures we used in Section 4.3, with the exception that we start off by randomly selecting our 50 covariates (full list is included in Appendix B). We fit the Lasso, identify the value of $\lambda$ where exactly two non-zero coefficients are admitted into the model, and fit the standard linear model with the subset that only contains the two selected covariates. This time around, the first two covariates to be selected by the Lasso were determined to be 980 and 1287, which are different from those selected in Section 4.2 and 4.3. Their estimated values are shown in Table 4.25. The size of the coefficient estimates are observed to be similar, as well as the fact that one covariate has a negative correlation with the response, while the other has a positive one. Since $\hat{\beta}_s$ has changed, the value of $\hat{\sigma}$ naturally changes as well. Table 4.26 shows the new values of $\lambda$ and $\hat{\sigma}$ that we have obtained in this case. We do however, maintain the same break point value for our dichotomization.

Table 4.25: Coefficient estimates from fitting the standard linear model using only the first two covariates (980 & 1287) selected by the Lasso in the $p = n$ case with randomly selected covariates.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_0$</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{\beta}_{980}$</td>
<td>-0.299</td>
</tr>
<tr>
<td>$\hat{\beta}_{1287}$</td>
<td>0.529</td>
</tr>
</tbody>
</table>

Table 4.26: Value of $\lambda$ used to fit the preliminary Lasso to get coefficient estimates for the simulation, and value of $\hat{\sigma}$ used for simulating our response vector.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>0.065</td>
</tr>
<tr>
<td>$\hat{\sigma}$</td>
<td>0.711</td>
</tr>
</tbody>
</table>
4.4.1 Variable Selection

We repeat the procedures of Section 4.3. Across the $B = 500$ Monte Carlo samples, Table 4.27 shows the results observed for the Lasso, while Table 4.28 provides the results for the elastic net.

Table 4.27: The 5 covariates selected most frequently by the Lasso with 10-fold cross validation across $B = 500$ samples. For each coefficient, the number of times that variable was selected is given along with the mean and average of the (non-zero) values. The covariate number represents the column position of the covariate in the original design matrix $X$.

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Count</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1287</td>
<td>412</td>
<td>0.289</td>
<td>0.221</td>
</tr>
<tr>
<td>980</td>
<td>254</td>
<td>-0.207</td>
<td>0.230</td>
</tr>
<tr>
<td>1281</td>
<td>130</td>
<td>0.142</td>
<td>0.278</td>
</tr>
<tr>
<td>3667</td>
<td>106</td>
<td>0.039</td>
<td>0.175</td>
</tr>
<tr>
<td>2572</td>
<td>86</td>
<td>-0.047</td>
<td>0.276</td>
</tr>
</tbody>
</table>

In the case of the Lasso, we observe that the size of coefficient estimates are on average much smaller than those in the earlier two cases. Standard deviations are also much higher. Although the size of coefficient estimates have changed, we note that the signs of the true coefficients remain unchanged - where the first non-zero coefficient is positive and the second is negative.

Table 4.28: The 5 covariates selected most frequently by the elastic net with 10-fold cross validation across $B = 500$ samples. For each coefficient, the number of times that variable was selected is given along with the mean and average of the (non-zero) values.

<table>
<thead>
<tr>
<th>Covariate #</th>
<th>Count</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1287</td>
<td>482</td>
<td>0.668</td>
<td>0.321</td>
</tr>
<tr>
<td>1281</td>
<td>420</td>
<td>-0.477</td>
<td>0.424</td>
</tr>
<tr>
<td>980</td>
<td>358</td>
<td>-0.021</td>
<td>0.554</td>
</tr>
<tr>
<td>3667</td>
<td>314</td>
<td>-0.043</td>
<td>0.390</td>
</tr>
<tr>
<td>2572</td>
<td>304</td>
<td>0.031</td>
<td>0.357</td>
</tr>
</tbody>
</table>

Conversely, we find that the coefficient estimates obtained from the elastic net for the two most frequently observed covariates were on average much larger than those in the earlier two cases. In fact, this is the only case where the elastic net coefficients happened to be larger on average than those of the Lasso. Most noticeably, we find that the correct covariate of 980 is actually not the
second most frequently observed covariate, and lost its place out to 1281. Closer inspection reveals that 1281 and 980 are highly correlated; hence 1281 likely masked the effects of 980. We also note that the standard deviations observed in this case are rather large, and are much higher than those of the previous two cases.

4.4.2 Model Evaluation

We examine the same model evaluation metrics used in Sections 4.2 and 4.3. Table 4.29 contains the averages and standard deviations of the prediction accuracies observed across the $B = 500$ iterations for each of the four different classification approaches, while Table 4.30 and Table 4.31 provide results for the area under the curve and the log loss respectively. From the results observed, it is apparent that the model evaluation metrics derived from a subset of 50 randomly chosen columns from our design matrix, are in fact far worse across the board when compared with the earlier cases.

Table 4.29: The average and standard deviation of the prediction accuracies obtained from the penalized regression methods investigated during the simulation for $B = 500$ Monte Carlo samples using 50 randomly selected covariate columns.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.606</td>
<td>0.112</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.541</td>
<td>0.105</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.610</td>
<td>0.110</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.626</td>
<td>0.096</td>
</tr>
</tbody>
</table>

Table 4.30: The average and standard deviation of the AUC scores obtained from the penalized regression methods investigated during the simulation for $B = 500$ Monte Carlo samples using 50 randomly selected covariate columns.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.680</td>
<td>0.125</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.631</td>
<td>0.122</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.668</td>
<td>0.119</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.684</td>
<td>0.124</td>
</tr>
</tbody>
</table>
Table 4.31: The average and standard deviation of the log loss scores obtained from the penalized regression methods investigated during the simulation for $B = 500$ Monte Carlo samples using 50 randomly selected covariate columns.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.669</td>
<td>0.106</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.691</td>
<td>0.041</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>1.230</td>
<td>0.917</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>2.092</td>
<td>3.538</td>
</tr>
</tbody>
</table>

The average prediction accuracies and AUC scores observed all appear to be highly similar. Standard deviations observed are similar as well; both within this case itself, and when compared to the previous two cases. Average log loss scores come at no surprise as well, with the relaxed Lasso yielding the highest score, which is consistent with prior results. Subsequently, we used multiple paired comparison t-tests with Bonferroni correction to assess if the performance of our methods were significantly different. As before, we are testing the null hypothesis that there is no difference between the average scores of the two methods being compared, against the two-sided alternative. Table 4.32, Table 4.33 and Table 4.34 respectively, show the corrected $p$-values obtained from the comparison of prediction accuracy, area under the curve, and log loss.

Table 4.32: $p$-values with Bonferroni correction, are provided from multiple t-tests between the prediction accuracies obtained from the different penalized regression methods.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>$&lt; 0.01$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>1.00</td>
<td>$&lt; 0.01$</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.23</td>
<td>$&lt; 0.01$</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 4.33: $p$-values with Bonferroni correction, are provided from multiple t-tests between the AUC scores obtained from the different penalized regression methods.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>$&lt; 0.01$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>1.00</td>
<td>$&lt; 0.01$</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>1.00</td>
<td>$&lt; 0.01$</td>
<td>0.89</td>
</tr>
</tbody>
</table>
Table 4.34: $p$-values with Bonferroni correction, are provided from multiple t-tests between the log loss scores obtained from the different penalized regression methods.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>-</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
</tr>
</tbody>
</table>
4.5 Discussion of Results

Through our simulation study, we assessed the performance of the different regularization approaches investigated by looking at various evaluation metrics. We also examined the algorithmic runtime taken for each of the different classification methods under the varying $n, p$ conditions, as well as post-selection approaches for obtaining $p$-values of coefficient estimates. In this section, we provide a brief discussion of the results obtained, and why we might be observing some of these results. However, due to the limited scope of our study, even though certain performance measures obtained between the different fitting approaches were sometimes determined to be significantly different, we are unable to truly say if any given method is better than another. Instead, we will direct our focus towards identifying the weaknesses of each approach.

4.5.1 Evaluation Metrics

The evaluation metrics examined during our study were the prediction accuracy, logarithmic loss and area under the curve of the resulting classifications made by our classifiers. Table 4.35 summarizes the results we obtained from the simulation by showing the average scores of each of the evaluation metrics, under the three different $n, p$ conditions investigated.

Table 4.35: Summary of results obtained from each of the 3 different cases investigated during the simulation. In Case 1., we had $p > n$, Case 2. $p = n$ with the 50 highest correlated covariates, and in Case 3. we had $p = n$ with 50 randomly chosen covariates.

<table>
<thead>
<tr>
<th>Case 1.</th>
<th>Metric</th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
<th>Relaxed Lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p &gt; n$</td>
<td>Accuracy</td>
<td>0.710</td>
<td>0.682</td>
<td>0.714</td>
<td>0.705</td>
</tr>
<tr>
<td></td>
<td>Log Loss</td>
<td>0.611</td>
<td>0.628</td>
<td>1.600</td>
<td>3.107</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.778</td>
<td>0.751</td>
<td>0.749</td>
<td>0.720</td>
</tr>
<tr>
<td>Case 2.</td>
<td>Accuracy</td>
<td>0.744</td>
<td>0.752</td>
<td>0.741</td>
<td>0.740</td>
</tr>
<tr>
<td>$p = n$</td>
<td>Log Loss</td>
<td>0.544</td>
<td>0.550</td>
<td>0.639</td>
<td>1.993</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.830</td>
<td>0.846</td>
<td>0.830</td>
<td>0.815</td>
</tr>
<tr>
<td>Case 3.</td>
<td>Accuracy</td>
<td>0.606</td>
<td>0.541</td>
<td>0.610</td>
<td>0.626</td>
</tr>
<tr>
<td>$p = n$</td>
<td>Log Loss</td>
<td>0.669</td>
<td>0.691</td>
<td>1.230</td>
<td>2.092</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.680</td>
<td>0.631</td>
<td>0.668</td>
<td>0.684</td>
</tr>
</tbody>
</table>
We find that the scores obtained for our evaluation metrics in Case 2, where we had \( p = n \) using only using the 50 covariates that had the highest correlation with the response, were significantly better than the other 2 cases across the board. Case 1 appears to have performance that lies between Case 2 and Case 3, with Case 3 having the worst performance out of the three. Specifically in terms of the log loss, we find that the Lasso always outperformed the other fitting approaches, regardless of \( n, p \) conditions. Conversely, although its other performance measures are comparable to the remaining fitting approaches, the relaxed Lasso always yielded the worst logarithmic loss score across the board. This seems to suggest that although the relaxed Lasso performed well in terms of assigning class labels, when it mis-classified, it often assigned a much higher probability to incorrect labels as compared to all the other models.

4.5.2 Sparsity

Although briefly mentioned earlier in the paper, we have not really addressed the issue of the sparsity of our constructed models. An ideal model would be capable of yielding a desired level of performance while using the least number of predictors possible. A sparse model has many benefits, among which include are fact that it is easier to interpret, as well as being computationally lighter. Table 4.36 shows the average number of non-zero coefficients retained by each of the penalized regression models during the simulation study.

Table 4.36: The number of covariates selected by the Lasso and elastic net regularizations under the three different \( n, p \) conditions.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Elastic Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1. ((p &gt; n))</td>
<td>12</td>
<td>77</td>
</tr>
<tr>
<td>Case 2. ((p = n))</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>Case 3. ((p = n))</td>
<td>5</td>
<td>14</td>
</tr>
</tbody>
</table>

Notice we avoided showing the results for the ridge and relaxed Lasso models, since the former does not perform variable selection and the latter naturally selects the same variables as the Lasso. From the results obtained, we observed that the Lasso enjoyed greater sparsity than the elastic net across all three \( n, p \) cases when tuning parameters were chosen through 10-fold cross validation, while retaining a similar level of performance. We point out that this is exactly the opposite of what Zou and Hastie have stated, where the elastic net was supposed to outperform the Lasso while retaining a similar level of sparsity [23]. One might naturally suspect that this has to do with the choice of values for tuning parameters. However, although specific methods of selecting values for tuning parameters were not proposed by Zou and Hastie, they do suggest that 10-fold cross validation is an extremely viable choice.
4.5.3 Multi Sample-Splitting

From the results obtained from our simulation study, we observed that Buhlmann et. al.’s multi sample-splitting method did not detect significance in most of the coefficients retained by the elastic net models fitted under the varying \( n, p \) conditions. However, we know that this should not be the case, since we had simulated our data based on the true covariates of 1278 and 4003. As such, one might naturally stipulate that a well-performing algorithm would be capable of detecting significance in those two covariates. To investigate why we failed to detect significance in practically all of the coefficients obtained from the elastic net during the simulation study, we decided to apply the multi sample splitting method on the Lasso as well. The results obtained were similar to that of the elastic net - where we failed to detect significance in most of the coefficients. In turn, this provided a stark construct with that of the covariance test, which frequently managed to detect the active variables of 1278 and 4003. However, the covariance test also frequently determined covariates other than 1278 and 4003 to be significant as well.

However, what we noticed was that during the \( p \)-value estimation process based on standard least squares (Step 3. of Algorithm 1.), standard errors of the coefficients generated from the linear model were highly inflated, suggesting the presence of multi-collinearity. Upon investigating, we found that the covariates retained in the model were often moderately to highly correlated with each other. Since individual standard errors were inflated, the \( p \)-values we obtained were naturally almost always insignificant. As such, this offers an explanation as to why the multi sample-splitting method did not yield the expected results. Another possible explanation might be that the approach we took to choosing our tuning parameters, 10-fold cross validation, is ill-suited for the problem at hand. Of course, none of these necessarily indicate that the method itself is inherently flawed, but rather the fact that it might be a poor choice due to the nature of the riboflavin dataset.

We recognize that one of the main advantages of the sample splitting method is its flexibility to accommodate different modeling or fitting approaches of choice, and obtain \( p \)-values for coefficient estimates obtained from any of those approaches [15]. However, due to the fact that the sample splitting method is generalized in a sense - that is to say, it is not specifically tailored to handle a particular modeling or fitting approach, we naturally suspect that its performance may not be up to par when compared to tailored approaches. This was the primary reason why we initially chose to utilize the covariance test for the Lasso while employing the sample splitting method for the elastic net during our simulation study, since there currently does not exist any method specifically devised for obtaining \( p \)-values of elastic net coefficients.

We point out the short-comings of the method which causes it to perform poorly when multi-collinearity is present. Consider this. Suppose that we fit the standard linear model to the riboflavin dataset using only 3 covariates - 1278, 1279 and 4003. In Figure 4.3, we show the correlation structure. If we fit the linear model with all 3 covariates, we in fact determine that both 1278 and 1279 are not significant. Conversely, if we fitted the model with only either of 1278 or 1279, we would determine that they were in fact significant, along with 4003. Due to the fact 1278 and 1279
are so highly correlated, our models are incapable of distinguishing between the two. If both are present in the model and we asked ourselves whether we required 1278, the answer would naturally be no - since we had 1279, and vice versa. As a result, both variables would be deemed as not significant. The multi sample-splitting functions in a similar manner, since it essentially depends on correcting $p$-values obtained from the standard linear fit while using the covariates selected using the desired modeling approach. However, if the covariates selected are highly correlated, the $p$-values of coefficient estimates obtained would be close to 1 even before correction, hence always deemed to be not significant.

![Figure 4.3](image.png)

Figure 4.3: The covariance structure between covariates 1278, 1279, 4003 and the response vector $y$ are shown. Darker colors represent stronger correlations.
4.5.4 Covariance Test

In Section 4.2, we investigated whether the order in which covariates entered the Lasso was related to statistical significance. We found that when either of the two active variables were the first to enter the model, they were often determined to be significant across the varying \( n, p \) cases. However, when they were the second to enter the model, they were essentially never determined to be significant. Yet, when they entered the model third or later, they were frequently determined to be significant again (Table 4.19). As a result, we observe an interesting cyclic behavior of the relationship between the knot \( k \) at which a coefficient enters the Lasso model, and the significance of that particular coefficient when judged by the covariance test.

We recall that under the null hypothesis of no active variables, \( T_1 \) and \( T_2 \) are asymptotically independent exponential. This hypothesis is false in our covariance test but Figure 4.4 shows some signs of \( T_1 \) and \( T_2 \) having little correlation. Lockhart et. al. [10] contains only a very incomplete discussion of the logistic regression case, so the following discussion considers only the use of the covariance test in the linear model. We suspect that the logistic regression case will be analogous.

Provided that we are at step \( k = 1 \) and \( X \) has unit norm columns, the covariance test statistic can be simplified to \( T_1 = \lambda_1(\lambda_1 - \lambda_2)/\sigma^2 \). By further assuming that \( X \) satisfies the positive cone condition, one can generalize the previous simplification to \( T_k = \lambda_k(\lambda_k - \lambda_{k+1})/\sigma^2 \). We direct our readers to Lockhart et. al.’s paper [10] where a comprehensive discussion and justification are provided. Now, notice that in order for any given coefficient entering the Lasso model at knot \( k \) to be significant, \( T_k \) has to be large - which happens to be the case when \( \lambda_k \) is large and \( \lambda_{k+1} \) is small. That is to say, the first coefficient to enter the model is likely to be significant when \( \lambda_1 \) is large and \( \lambda_2 \) is small, since \( T_1 \) would be large. However, this implies that \( T_2 = \lambda_2(\lambda_2 - \lambda_3)/\sigma^2 \) is likely to be small because \( \lambda_2 \) is small, and hence the second coefficient to enter the Lasso model is likely to be determined not significant by the covariance test.

We believed this to be a possible explanation for the cyclic behavior we were observing in Section 4.2, and as such, investigated if this was truly the case. To do so, we plotted the covariance test statistics of the first and second coefficients to enter the Lasso model \( (T_1 \text{ and } T_2) \) obtained across the \( B = 100 \) iterations, against each other in Figure 4.4. There did not appear to be a strong linear relationship between \( T_1 \) and \( T_2 \) (with \( \rho = -0.22 \)), and instead we notice something that resembles an exponential decay. In particular, this relationship observed is supportive of our proposed explanation for the cyclic pattern of variable significance, where a larger value of \( T_1 \) corresponds to a smaller value of \( T_2 \). Although we are unable to assert this with certainty, it definitely offers a plausible explanation for the results obtained from our simulation study.
Figure 4.4: The covariance test statistics $T_1$ and $T_2$ for the first and second coefficients to enter the model along the Lasso solution path, across the $B = 100$ iterations of the simulation, are plotted against each other.

### 4.5.5 Algorithm Runtime

Here, we are interested in the runtime of the different modeling and post selection algorithms in consideration. We used the `glmnet` package in R, for the Lasso, elastic net and ridge regression methods. This package uses coordinate descent to obtain coefficient estimates. We direct readers to Friedman et. al. [6] for a comprehensive discussion behind the theory and time complexity of the coordinate descent algorithm. Table 4.37 shows the average runtimes for each of the different fitting approaches, across the iterations of our simulation study. Since the size of $n$ and $p$ remain the same between Case 2 ($n = p$ with 50 highest correlation) and Case 3 ($n = p$ with 50 randomly selected), we do not bother keeping track of the runtime separately for these two cases; there is likely to be a negligible difference. All computations were performed on a machine with an Intel i7-6700K @ 4.00GHz processor, with 16.0 GB RAM and a NVIDIA GTX 1070 graphics card.

Table 4.37: Algorithm runtimes (seconds) are provided for each of the different fitting approaches employed under different $n, p$ conditions.

<table>
<thead>
<tr>
<th></th>
<th>Lasso</th>
<th>Ridge</th>
<th>Elastic Net</th>
<th>Relaxed Lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p &gt; n$</td>
<td>0.393</td>
<td>3.304</td>
<td>4.240</td>
<td>0.398</td>
</tr>
<tr>
<td>$p = n$</td>
<td>0.103</td>
<td>0.083</td>
<td>1.495</td>
<td>0.106</td>
</tr>
</tbody>
</table>
We observe that the elastic net consistently required the longest runtime in both the cases where \( p = n \) and \( p > n \), which can be attributed to the fact that the elastic net requires tuning of 2 parameters as opposed to the single one in the cases of the Lasso and ridge. The relaxed Lasso always required a longer runtime than the Lasso, since it involves fitting the Lasso model first in order to select the subset with which to fit the standard linear model. Hence the difference between the 2 runtimes is solely attributed to the small time taken to fit the standard linear model. We also note that although the ridge penalty resulted in an approximate 8 times longer runtime than the Lasso in the case where \( p > n \), when we shifted to the case of \( p = n \), the ridge penalty ended up yielding the shortest runtime out of all the methods in consideration. However, it was not determined to be significantly different from either the Lasso or relaxed Lasso.

Based on our simulation study alone, we are unable to provide an appropriate comparison between the runtimes of the multi sample-splitting method and the covariance test due to the fact that one was applied on the Lasso coefficients, while the other on the elastic net. We note that one of the main advantages of the covariance test is its capability of determining significance for coefficient estimates in a sequential manner - that is to say, we can choose to simply assess the first two coefficients that entered the Lasso model, instead of all selected coefficients. Conversely, this is not true for the multi sample splitting method, which requires all selected variables to be included together, hence creating an all-or-nothing situation. As such, in order to facilitate a valid comparison, we applied both the covariance test and the multi sample splitting method on the Lasso model, reran our simulation, and assessed the significance of all coefficients selected. Table 4.38 shows the average runtime of the two algorithms, under the cases where \( p > n \) and \( p = n \).

Table 4.38: Average runtimes (seconds) are provided for each of the different approaches employed under different \( n, p \) conditions for obtaining \( p \)-values for Lasso coefficient estimates.

<table>
<thead>
<tr>
<th></th>
<th>Covariance Test</th>
<th>Multi Sample-Splitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p &gt; n )</td>
<td>6.652</td>
<td>14.823</td>
</tr>
<tr>
<td>( p = n )</td>
<td>0.682</td>
<td>5.703</td>
</tr>
</tbody>
</table>

We observe that the covariance test has a significantly shorter runtime than the multi sample-splitting method in both cases. Coupled with the fact that the covariance test performs much better in the presence of correlated covariates, we believe that the covariance test is the better approach of choice when assessing the significance of Lasso coefficient estimates.

4.5.6 How much are we losing from dichotomizing?

Recall that the response variable for the riboflavin dataset - the log-transformed riboflavin production rate, is in fact initially a continuous variable. For our purposes, we chose to dichotomize it such that it becomes applicable in the context of logistic regression. As a result, this begs the question,
how much information are we losing by doing so? In particular, of interest is the difference in prediction accuracies that might happen to be observed. Intuitively, we suspect that post-dichotomization would result in a higher prediction accuracy than that of pre-dichotomization. To investigate this, we process the dataset and build our models through 2 different streams. The first is the procedure which we have been following thus far — we dichotomize the response variable before fitting our logistic regression model to the data, and subsequently make predictions on the test set and evaluate them against the true values. Subsequently, we will call this pre-dichotomization from now onwards.

Conversely, in the second stream, we do not dichotomize the response variable initially, and instead fit the standard linear regression model to the data. We then proceed to make predictions on the test set based on the linear model, and only after which would we proceed to dichotomize the predictions in the same manner as we had done for the response variable, and finally validate the results against the true values. This then becomes what we call post-dichotomization. In order to compare the 2 different steams, we perform paired $t$-tests to assess if the difference between the average prediction accuracies from pre-dichotomization and post-dichotomization are significantly different. We denote this difference by $\hat{\delta}$. As such, we are in fact testing the null hypothesis and its two-sided alternative of:

$$H_0 : \hat{\delta} = 0$$
$$H_A : \hat{\delta} \neq 0$$

Tables 4.39, 4.40 and 4.41 contain pre- and post-dichotomization prediction accuracies for each of the four different classification approaches for the three cases of $p > n$, $p = n$ with highly correlated covariates, and $p = n$ with randomly selected covariates, respectively. We are unable to derive the log loss and area under the curve in this case, since post-dichotomization revolves around fitting a linear regression model, which is not a classifier, and hence does not provide prediction probabilities.

Table 4.39: Pre- and post-dichotomized average prediction accuracies and standard deviations in the case where $p > n$ for each of the four classification methods investigated during the simulation. A total of $B = 100$ Monte Carlo samples are run. The $p$-values are from a two-sided paired comparison $t$-test of the hypothesis that there is no difference between the classification methods. Significance at $\alpha$ levels of 0.05, 0.01, 0.001 is denoted by the varying number of asterisks (*).
Table 4.40: Pre- and post-dichotomized average prediction accuracies and standard deviations in the case where $p = n$ with highly correlated covariates, for each of the four classification methods investigated during the simulation. A total of $B = 500$ Monte Carlo samples are run.

<table>
<thead>
<tr>
<th>Model</th>
<th>Pre-Dichotomized (SD)</th>
<th>Post-Dichotomized (SD)</th>
<th>Difference ($\bar{\delta}$)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.744 (0.089)</td>
<td>0.763 (0.089)</td>
<td>0.019</td>
<td>&lt; 0.01**</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.752 (0.089)</td>
<td>0.761 (0.134)</td>
<td>0.009</td>
<td>0.231</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.741 (0.088)</td>
<td>0.771 (0.088)</td>
<td>0.030</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.740 (0.088)</td>
<td>0.753 (0.095)</td>
<td>0.013</td>
<td>0.033 *</td>
</tr>
</tbody>
</table>

Table 4.41: Pre- and post-dichotomized average prediction accuracies and standard deviations in the case where $p = n$ with randomly selected covariates, for each of the four classification methods investigated during the simulation. A total of $B = 500$ Monte Carlo samples are run.

<table>
<thead>
<tr>
<th>Model</th>
<th>Pre-Dichotomized (SD)</th>
<th>Post-Dichotomized (SD)</th>
<th>Difference ($\bar{\delta}$)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso</td>
<td>0.606 (0.112)</td>
<td>0.643 (0.117)</td>
<td>0.033</td>
<td>&lt;0.01 **</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.541 (0.105)</td>
<td>0.528 (0.109)</td>
<td>-0.019</td>
<td>0.272</td>
</tr>
<tr>
<td>Elastic Net</td>
<td>0.610 (0.110)</td>
<td>0.655 (0.115)</td>
<td>0.035</td>
<td>&lt;0.001 ***</td>
</tr>
<tr>
<td>Relaxed Lasso</td>
<td>0.626 (0.096)</td>
<td>0.636 (0.097)</td>
<td>0.002</td>
<td>0.896</td>
</tr>
</tbody>
</table>

Between the three $n, p$ conditions investigated, we find that there was always a significant difference between pre-dichotomized and post-dichotomized prediction accuracies when using the Lasso, and often a significant difference when using the elastic net. Conversely, ridge regularization resulted in a significant difference once, and the relaxed Lasso never. As such, of all the fitting approaches utilized in this study, we find that the Lasso is the most sensitive to variable dichotomization.

4.5.7 Statistical Significance vs. Practical Significance

Here, we feel the need to address the issue of the difference between statistical significance and practical significance due to the large number of tests we have done in this study. Although we detected significant differences between many of the comparisons we had made, the question of whether these differences are actually meaningful needs to be an important consideration as well. Thus, we would like to make use of this opportunity to briefly discuss the differences.

As one might already suspect, a statistically significant difference does not necessarily equate itself to that of a meaningful difference. Statistical significance itself depends on a variety of factors such as the power of the test and sample size. To judge if a statistically significant difference is also indicative of practical significance, background knowledge and objective assessment of the situation is often needed. For instance, consider the results observed in Table 4.40 for the relaxed Lasso. A difference of $0.013$ in average prediction accuracies was found to be significant, when testing the null hypothesis in (4.3). Now, suppose you are told that the software used for obtaining our predic-
tion accuracies is somehow flawed, and may randomly deviate from the actual prediction accuracies by a margin of 0.10. As such, although we detect statistical significance, it is unlikely to be practically significant, since our observed difference might easily be caused by random fluctuations. We also note that if we were to increase the sample size from 500 to some extremely large value, one might even be able to detect statistical significance in a difference of 0.00013. One would then have to ask themselves whether a tenth of a percentage point has any real practical benefits. External factors often play an important role in determining if statistical significance is actually practical. One might consider other approaches, such as constructing confidence intervals, to aid in making an appropriate decision.
Chapter 5

Conclusion

In this paper, we investigated common regularization approaches for fitting logistic regression models with binary response variables in a high-dimensional setting. Through our simulation study, we were able to identify weaknesses of certain fitting approaches. We found that the elastic net model often selected a larger number of non-zero coefficients and required a longer computation time when compared to the Lasso, while retaining a similar level of performance when judged by our evaluation metrics. This is contrary to what Zou and Hastie have suggested [23], where the elastic net was supposed to enjoy a similar level of sparsity while maintaining comparable model performance. We also find that the multi sample-splitting method proposed by Buhlmann et. al. performs poorly when coefficients selected by our models happen to be correlated with each other. However, Lockhart et al’s covariance test did not suffer from this issue, and was computationally faster. It did, however, find statistical significance of inactive variables fairly often.

5.1 Extensions and Future Work

Due to time constraints, there were many issues and aspects that we considered, but were unable to follow-up with further investigation. The concept of logistic regression is inherently broad, and even with the limited scope that we have worked in this paper, we leave a lot open for future work. For instance, although we provided possible explanations, we did not manage to precisely determine why exactly we were observing a cyclic behavior from the significance of Lasso coefficients when judged by the covariance test. We also considered only the Lasso, ridge, elastic net and relaxed Lasso regularization approaches, which were chosen due to the fact that they are widely used, but there are many other existing approaches which we have not yet investigated. For instance, Meinshausen et. al. [15] provides discussions on the applications of the multi sample splitting method to the adaptive Lasso [22], which was an avenue which we could have investigated and compared with our present methods.
We also recognize the limitations of our study - where we only used two different datasets, and both with relatively small sample sizes. Additionally, we note that the logistic model is wrong for our simulated data, since our error terms were generated from a Gaussian distribution. Furthermore, since we inherently reject the null under the premise of the setup of our simulation study, we find ourselves lacking a calibration study to evaluate the behavior of the covariance test where our null hypothesis is true. Looking back, we have also considered simply simulating a new set of data points to utilize as a test set, instead of splitting our original dataset into separate smaller training and test sets; this would have proved advantageous by increasing the sample sizes allocated for both training and validation. If provided with more time - the simulation study could have been run for a larger number of Monte Carlo samples, properties of our models could have been explored in greater detail, and additional performance evaluations could have been used to assess our models. Methods for deriving confidence intervals for coefficient estimates could have been explored as well. It is regrettable that we are unable to cover all of these issues, but if presented with the opportunity, we will definitely seek to address them in future work.
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Appendix A

Code

*R* code used for the simulation study is compiled using *R* Markdown and is attached on the next page.
# Clear working environment.
rm(list = ls())

# Set random seed.
set.seed(13337)

# Load packages and data.
library(hdi)

## Loading required package: scalreg
## Loading required package: lars
## Loaded lars 1.2
## Loading required package: MASS
library(glmnet)

## Loading required package: Matrix
## Loading required package: foreach
## Loaded glmnet 2.0-5
library(MLmetrics)

## Attaching package: 'MLmetrics'
## The following object is masked from 'package:base':
## Recall
library(ggplot2)
library(corrplot)
library(covTest)

## Loading required package: glmpath
## Loading required package: survival

data("riboflavin")

Main function for running our simulation, modelling and data manipulation are wrapped inside. In particular, we look at the Lasso, Ridge, Elastic Net and Relaxed Lasso.

simulation = function(B = 100, case = 1){
  # This function runs the desired simulation as described in Section 4.1.
  #
  # Args:
  # B: Integer specifying number of iterations to be run.
  #
  # case: One of \{1,2,3\}. Specifies type of simulation to run, corresponding to the cases presented in the paper.
  # 1. p > n
  # 2. p = n with 50 top correlated covariates
  # 3. p = n with random selected covariates
# Returns:
# M1 - M4: Matrices M1, M2, M3, M4 contain coefficient estimates obtained from each of
# the four different fitting methods investigated.
#
# P1 - P4: Matrices P1, P2, P3, P4 contain prediction accuracies obtained from each
# of the four different fitting methods investigated.
#
# A1 - A4: Matrices A1, A2, A3, A4 contain area under the curve scores obtained from
# each of the four different fitting methods investigated.
#
# L1 - L4: Matrices L1, L2, L3, L4 contain logarithmic loss scores obtained from
# each of the four different fitting methods investigated.
#
# Details:
# The simulation itself entails creating a fake 'pseudo' dataset based on the
# riboflavin dataset in the hdi package. Each simulated dataset is created with
# the same design matrix X and the same two betas (the first two to enter the Lasso).
# The variance of epsilon, sigma^2, is estimated with RSS/n.
# Epsilon is then generated from a normal distribution with mean 0 and variance sigma^2.
# Distinct beta's are used for each of lasso, elastic net, ridge and the elastic net.
#
# Centering and standarding the riboflavin data.
x <- as.vector(riboflavin$x)
x <- scale(matrix(x, 71, 4088), T, T)
y <- as.vector(scale(riboflavin$y, center = T))

if((case %in% c(1,2,3)) == F){
  stop("case has to take values in {1, 2, 3}"
}else{
  if(case == 1){
    df <- data.frame(x = x, y = y)
  }
  if(case == 2){
    ip <- sample(1:4088, 50, replace = F)
x <- x[ , ip]
df <- data.frame(x = x, y = y)
colnames(df) <- c(as.character(ip), "y")
  }
  if(case == 3){
    ip <- order(abs(cor(x,y)), decreasing = T)[1:50]
x <- x[ , ip]
df <- data.frame(x = x, y = y)
colnames(df) <- c(as.character(ip), "y")
  }
}

# Fit preliminary lasso, and select only the first 2 covariates to enter the model.
#---------------------------------------------------------------
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lvar <- ncol(df)
splitval <- mean(df$y)
cv_fit <- cv.glmnet(x = as.matrix(df[, -lvar]), y = as.vector(df$y),
  family = "gaussian", alpha = 1)
lasso_fit <- glmnet(x = as.matrix(df[, -lvar]), y = as.vector(df$y), family = "gaussian",
  alpha = 1, lambda = cv_fit$lambda[which(cv_fit$nfval > 1)[1]])
nzero_ind <- which(lasso_fit$beta != 0)
lm_fit <- lm(y ~ ., data = df[, nzero_ind])
beta_two <- as.vector(lm_fit$coefficients)
rss <- sum((as.vector(df$y) - predict(lm_fit, newdata = df[, -lvar]))^2)
sigma_hat <- rss/71
zerovec <- rep(0, (lvar-1))
zerovec[nzero_ind] <- beta_two[2:length(beta_two)]
xbeta <- as.matrix(df[, -lvar])%*%c(as.vector(zerovec))

# Generate matrices/lists to store results.
#------------------------------------------------------------------------------------------#
P1 <- P2 <- P3 <- P4 <- matrix(NA, B, 2) # Store prediction accuracies, pre- & post-dichotomized.
M1 <- M2 <- M3 <- M4 <- matrix(NA, (lvar-1), B) # Store coefficient values for pre- only.
L <- matrix(NA, B, 4) # Store log loss scores for pre- only.
A <- matrix(NA, B, 4) # Store area under the curve scores for pre- only.
#------------------------------------------------------------------------------------------#
# Run Monte Carlo
#------------------------------------------------------------------------------------------#
for(i in 1:B){

  # Generate pseudo data for every iteration by sampling new values for epsilon
  ycont <- xbeta + rnorm(71, mean = 0, sd = sqrt(sigma_hat))
ybin <- ycont
  ybin[which(ybin > splitval)] <- 1
  ybin[which(ybin != 1)] <- 0
  pseudo_df <- data.frame(x, y = ybin)

  # Sample splitting
  s <- sample(1:71, 50)
  train <- pseudo_df[s, ]
  test <- pseudo_df[-s, ]

  # Lasso
  fit1_cv <- cv.glmnet(x = as.matrix(train[, -lvar]), y = as.factor(train$y),
    family = "binomial", alpha = 1)
  fit1 <- glmnet(x = as.matrix(train[, -lvar]), y = as.factor(train$y),
    family = "binomial", alpha = 1, lambda = fit1_cv$lambda.min)
  M1[, i] <- as.vector(fit1$beta)
  pl <- predict(fit1, newx = as.matrix(test[, -lvar]), type = "response")
  pl_acc <- sum(round(pl) == test$y)/nrow(test)
  P1[i, 1] <- pl_acc
  L[i, 1] <- LogLoss(predict(fit1, newx = as.matrix(test[, -lvar]), type = "response"), test$y)
  A[i, 1] <- AUC(predict(fit1, newx = as.matrix(test[, -lvar]), type = "response"), test$y)

# Ridge
fit2_cv <- cv.glmnet(x = as.matrix(train[, -lvar]), y = as.factor(train$y),
                     family = "binomial", alpha = 0)
fit2 <- glmnet(x = as.matrix(train[, -lvar]), y = as.factor(train$y),
               family = "binomial", alpha = 0, lambda = fit2_cv$lambda.min)
M2[, i] <- as.vector(fit2$beta)
p2 <- predict(fit2, newx = as.matrix(test[, -lvar]), type = "response")
p2_acc <- sum(round(p2) == ybin[-s])/nrow(test)
P2[i, 1] <- p2_acc
A[i, 2] <- AUC(predict(fit2, newx = as.matrix(test[, -lvar]), type = "response"), test$y)
L[i, 2] <- LogLoss(predict(fit2, newx = as.matrix(test[, -lvar]), type = "response"), test$y)

#Elastic Net
fit3_cv <- train(x = as.matrix(train[, -lvar]), y = as.factor(train$y),
                  method = "glmnet", family = "binomial")
fit3 <- glmnet(x = as.matrix(train[, -lvar]), y = as.factor(train$y),
               family = "binomial",
               alpha = fit3_cv$bestTune[1], lambda = fit3_cv$bestTune[2])
M3[, i] <- as.vector(fit3$beta)
p3 <- predict(fit3, newx = as.matrix(test[, -lvar]), type = "response")
p3_acc <- sum(round(p3) == ybin[-s])/nrow(test)
M3[i, 1] <- p3_acc
A[i, 3] <- AUC(predict(fit3, newx = as.matrix(test[, -lvar]), type = "response"), test$y)
L[i, 3] <- LogLoss(predict(fit3, newx = as.matrix(test[, -lvar]), type = "response"), test$y)

#Relaxed Lasso
relax_ind <- which(as.vector(fit1$beta) != 0)
relax_df <- train[, c(relax_ind, lvar)]
lm_fit <- glm(y~., data = relax_df, family = binomial)
p4 <- predict(lm_fit, (test[, -lvar]), type = "response")
p4_acc <- sum(round(p4) == test$y)/nrow(test)
P4[i, 1] <- p4_acc
L[i, 4] <- LogLoss(predict(lm_fit, (test[, -lvar]), type = "response"), test$y)
A[i, 4] <- AUC(predict(lm_fit, (test[, -lvar]), type = "response"), test$y)

# WITHOUT Dichotomization
#
#Sample splitting
pseudo_df2 <- data.frame(x = x, y = ycont)
train <- pseudo_df2[s, ]
test <- pseudo_df2[-s, ]

#Lasso
fit1_cv <- cv.glmnet(x = as.matrix(train[, -lvar]), y = as.vector(train$y),
                     family = "gaussian", alpha = 1)
fit1 <- glmnet(x = as.matrix(train[, -lvar]), y = as.vector(train$y),
               family = "gaussian", alpha = 1, lambda = fit1_cv$lambda.min)
p1 <- predict(fit1, newx = as.matrix(test[, -lvar]), type = "response")
p1[which(p1 > splitval)] <- 1
p1[which(p1 != 1)] <- 0
p1_acc <- sum(p1 == ybin[-s])/nrow(test)
P1[i, 2] <- p1_acc

#Ridge
fit2_cv <- cv.glmnet(x = as.matrix(train[, -lvar]), y = as.vector(train$y),
                      family = "gaussian", alpha = 0)
fit2 <- glmnet(x = as.matrix(train[, -lvar]), y = as.vector(train$y),
               family = "gaussian", alpha = 0, lambda = fit2_cv$lambda.min)
p2 <- predict(fit2, newx = as.matrix(test[, -lvar]), type = "response")
p2[which(p2 > splitval)] <- 1
p2[which(p2 != 1)] <- 0
p2_acc <- sum(round(p2) == ybin[-s])/nrow(test)
P2[i, 2] <- p2_acc

#Elastic Net
fit3_cv <- train(x = as.matrix(train[, -lvar]), y = train$y, method = "glmnet",
                 family = "gaussian")
fit3 <- glmnet(x = as.matrix(train[, -lvar]), y = train$y, alpha = fit3_cv$bestTune[1],
               lambda = fit3_cv$bestTune[2])
p3 <- predict(fit3, newx = as.matrix(test[, -lvar]), type = "response")
p3[which(p3 > splitval)] <- 1
p3[which(p3 != 1)] <- 0
p3_acc <- sum(p3 == ybin[-s])/nrow(test)
P3[i, 2] <- p3_acc

#Relaxed Lasso
relax_ind <- which(as.vector(fit1$beta) != 0)
relax_df <- train[, c(relax_ind, lvar)]
lm_fit <- lm(y ~ ., data = relax_df)
p4 <- predict(lm_fit, (test[, -lvar]), type = "response")
p4[which(p4 > splitval)] <- 1
p4[which(p4 != 1)] <- 0
p4_acc <- sum(p4 == ybin[-s])/nrow(test)
P4[i, 2] <- p4_acc

#Keep track of current iteration
print(paste("Iteration", as.character(i), " is done."))
}
return(list(M1, M2, M3, M4, P1, P2, P3, P4, L, A))
Appendix B

List of randomly selected covariates used in Case 3.

R code used is compiled using R Markdown and is attached on the next page.
set.seed(13337)
library(hdi)

## Loading required package: scalreg
## Loading required package: lars
## Loaded lars 1.2
## Loading required package: MASS
data("riboflavin")
x <- as.vector(riboflavin$x)
x <- scale(matrix(x, 71, 4088), center = T, scale = T)
y <- as.vector(scale(riboflavin$y, center = T, scale = FALSE))
r <- sample(1:4088, 50, replace = F)
print(r)

## [15] 1288 2573 3464  183 3842 1344 1186 2446 3290 3727  1135  461 1369 1349
## [29] 3734  888 3746 1882 1338 3456  841 3048 1761 1147 2181 3994 1685 2624
## [43] 179 2156 1281 1495 3668 2142  416  878