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Abstract

Key economic variables for pension plan projections are identified. These variables are modeled based on data since 1955. Several time series models are considered including regime switching models and a simplified Wilkie Model. To investigate the dynamics of different models, simulations are carried out to project the economic series for the next 50 years using different starting values. All the models for each series are then compared using different criteria including economic theories and common actuarial practice. The best model out of the considered models for each series is selected for pension plan projections. Using actual starting values, simulation is performed again to project the economic series to model a sample defined benefit (DB) pension plan and a sample defined contribution (DC) pension plan. The total employer contributions as a percentage of wages for the DB plan, and the replacement ratio for the DC plan are studied.
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Chapter 1

Introduction

1.1 Pension Plan Projections

For a defined contribution (DC) pension plan, the employer contribution as a percentage of wages is usually fixed. The balance of the pension account at retirement is affected by the wage increases throughout the career of the employee. It is also heavily affected by the rates of return earned every year during employment. At retirement, one of the options the employee has is to purchase an annuity from an insurance company. The amount of pension converted from the lump sum is based on the prevailing interest rate at retirement. The replacement ratio, which is the ratio of annual pension amount to annual wages just before retirement, is influenced by all the economic variables mentioned above.

For a defined benefit (DB) pension plan, the amount of pension payable to employees at retirement is based on a predetermined formula. Also, auxiliary benefits (bridging benefits, early retirement subsidy, survivor benefits, and post-retirement indexing) specified in the plan text provide additional values to the pension. The employer is responsible for fully funding the pension plan, and therefore, is required to increase the contribution amount when the pension plan is under-funded. In case of a pension plan surplus, employer is usually allowed to take a contribution holiday (i.e. contribution is not required). Wage increases, interest rate for the valuation of the pension plan, and asset returns determine the funded status of a DB pension plan. Accounting rules in Canada require the employer to incorporate the pension expense, pension assets, and pension liabilities into the financial statements. Prevailing interest rates and the outlook of the future assets return at the time of financial reporting have a significant impact on the pension expense and pension liabilities.
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From time to time, employer or employees may want to change the benefit provisions of the pension plan. Employer usually would like to lower the cost of maintaining the pension plan while the employees usually would like to increase the value of the pension payable at retirement. These changes in value, and thus costs and employer contributions, are heavily influenced by the economic variables.

In order to understand the relationships between the economic variables and the cost of a pension plan, a projection can be performed. A DB pension plan projection simulates the amount of pension assets and liabilities in the future. At each valuation date, employer contributions are revised to reflect the funding status of the pension plan. A DC pension plan projection simulates the balance of the pension account at retirement, and converts the balance into an annuity based on the simulated interest rate at retirement.

Traditionally, a pension plan projection uses deterministic variables which have the same values as in the last valuation. This method only provides a single point estimate of the changes. However, using stochastic modeling and simulation, a distribution of the results can be obtained instead. Consequently, the mean and standard deviation can be studied. Percentiles can also be calculated and are of great importance because they represent the ‘good’ and ‘bad’ scenarios. Another advantage of stochastic modeling is that correlated series can be modeled together to reflect the correlation between them. Actuaries have already employed such correlations in determining the values of the valuation variables; therefore, actuaries are familiar with those relationships, and expect them to be part of the modeling.

1.2 Economic Variables for Pension Plan Projections

DB pension plan modeling has been investigated in discrete time by Cairns and Parker (1997), Dufresne (1989), Haberman (1994) as well as in continuous time by Cairns (1996) with the rates of return modeled as a single stochastic variable. Zhang and Hou (2011) calculated the optimal investment strategy for a DC pension plan where the wage increase and inflation are stochastic. Chang and Cheng (2002) used stochastic interest rates and inflation rates to model a DB pension plan. A stochastic wage index was also calculated as a function of the inflation rates.

To perform a DB pension plan valuation in Canada, actuaries are required to determine the values of the economic and demographic variables. For economic variables, the future
wage increases, and the future return on the assets are needed. Usually, a building block approach is used to determine the wage increases. That is, future wage increase is determined as the sum of three components: future expected inflation, future general productivity increases, and future merit increases. The expected return on the assets is a weighted average of the returns of each asset class in the target asset mix. Most of the DB pension assets in Canada include fixed-income, Canadian equity, and global equity in the target asset mix. For DC pension plans, it is assumed that employee’s pension account includes the same classes of asset as in the DB pension assets. Since a pension plan projection is a series of valuations at different points of time in the future, the economic variables needed for pension plan projection are the same as those needed for a pension plan valuation. Therefore, this report employs more economic variables than the ones mentioned in the articles above.

In this report, five different economic variables are identified based on the Canadian DB pension plan valuation requirements. They are:

- inflation;
- wage;
- long-term interest rate;
- Canadian equity return; and
- global equity return.

Note that all the demographic variables are assumed to be deterministic in this report.

1.3 Time Series Models

Box and Jenkins (1976) proposed using the autoregressive integrated moving average (ARIMA) model to model time series. Since then, a lot of variations of the model have been created. Box and Jenkins’ model assumed constant innovation variance while Engle (1982) proposed a model with non-constant variances conditional on the past. Engle’s model is called autoregressive conditional heteroscedasticity (ARCH) model.

Hamilton (1989) considered a nonlinear stationary process. He proposed a model in which the trend of a series changes in response to discrete unobserved events. In other words, the time series follows an ARIMA model but the trend parameter changes when
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the underlying regime changes. The transition of the regime from one state to another is assumed to follow a Markov chain. This model is generally called a regime switching model.

Since the publication of Hamilton’s paper, regime switching models have been generalized to model the effect of the underlying regime on different parameters in ARIMA and ARCH models (for example Hamilton and Susmel (1994)). In the mean time, Wilkie (1986, 1995) has proposed to model different economic series together through a cascade model. He first modeled inflation. Then he took advantage of the correlation between economic series to model them in layers, using one layer to explain another. For example, wages are modeled using inflation with the error terms following an autoregressive model of order one.

In this report, only the following models are considered:

• white noise model;
• autoregressive model of order one (AR(1));
• autoregressive conditional heteroscedasticity model of order one (ARCH(1));
• regime switching model with two regimes; and
• transfer function (Wilkie model).

For the ARCH(1) model, the series is modeled as an AR(1) model with non-constant variances based on the previous observation. Also, three versions of the ARCH(1) model are considered with different parameters in the variance components set to zero. For the regime switching model, the class of models is also restricted to the AR(1) and ARCH(1) models only. For the transfer function model, both one lag and two lags are considered.

Only the five models mentioned above are considered because these models are simple enough to implement the pension plan projections, and flexible enough to do an adequate job to model the dynamics of the economic variables. Simple models can help actuaries, employers, and employees understand the dynamics of economic series more easily. This is an important aspect because stochastic modeling is not common outside the academic sector, and therefore, simplicity will encourage the usage of time series models.

1.4 Data

With the exception of global equity return, all series identified above can be found in the CANSIM series of Statistics Canada. Global equity returns were obtained from the Morgan
Stanley Capital International (MSCI) website. The data obtained is then studied, and, for some of the series, only the more recent data is used to estimate the parameters. The main reason for using only recent data is to better reflect the dynamics of the future by eliminating trends and volatility that only existed in the past.

1.5 Model Selection

In general, for an AR(1) model, the autocorrelation function (ACF) decreases slowly as the lag increases, and the partial autocorrelation function (PACF) drops to almost zero after lag one. If the ACF and PACF display the mentioned patterns, an AR(1) model is considered an appropriate model. If the ACF is only significant at lag zero and PACF is not significant at any lag, a white noise model is considered appropriate. See Appendices B.1 and B.2 for details of the white noise model and the AR(1) model respectively. The graphs of ACF and PACF are plotted for each series to determine the appropriate model.

Once the white noise or AR(1) model is fitted to the data, the residual process is studied. In particular, the cross-correlation function between the squared residuals and the series itself is plotted. If the cross-correlation function is significant at lag minus one, a larger residual in one period is likely to be followed by a larger observation in the next period. This suggests that the variance of the innovations might change as the series changes; therefore, using an ARCH(1) model might be appropriate. As mentioned above, three versions of the ARCH(1) model are fitted to the data. They are the full model (Appendix B.3), the non-centered model (Appendix B.4), and the proportional model (Appendix B.5).

For inflation and both equity returns, the next step is to consider regime switching models. If a certain model is not considered appropriate in the previous step, the regime switching version of the same model is also not considered in this step. Regime switching models are generally considered appropriate for economic series as Koop, Milas, and Osborn (2008) pointed out that “nonlinear time series models in general, and regime-switching models in particular, have increased our understanding of many issues in economics and finance”. See Appendices B.7-B.10 for details of the regime switching models. Note that we have assumed the regime for the equity returns is independent of the regime for inflation. To model the Canadian equity return and global equity return being influenced by the same regime, a vector white noise model is used. See Appendix B.6 for details of this model.
For wages and long-term interest rate, the transfer function model is considered. In particular, inflation is used as an exogenous variable to explain both series. The error terms are assumed to follow an AR(1) model. Both transfer function models for two lags (Appendix B.11) and one lag (Appendix B.12) are considered for comparison purposes. Note that for wages, this is the model proposed by Wilkie (1995). However, Wilkie proposed a more complex version for long-term interest rates which involves inflation, two autoregressive series, and the error term from the dividend yield. This version is not considered in this report partly because the dividend yield is not modeled.

After all the appropriate models are selected, parameters are estimated using the maximum likelihood method. The asymptotic standard deviations of the parameters are also calculated when the Fisher information matrix is known. The parameter estimates are then used to project the series for the next 50 years using simulation (100,000 trials each). For comparison purposes, different starting values are used: one close to the long-term mean, and one far from the long-term mean. Mean, standard deviation, and percentiles are calculated based on the projected values. Other information from the simulation is also calculated if it is useful in identifying the final model.

After all the above steps are done, the models are compared for each series. The final model is selected based on the parameter estimates, the reasonableness of the dynamics implied by the model, extreme values in the projection, economic theories, and common actuarial practices.

The formulas of the log-likelihood function, first and second derivative of the log-likelihood, and the long-term mean and long-term variance for selected models are summarized in Appendix B.

### 1.6 Outline

Chapters 2, 3, 4, 5 provide the details of the model selection for inflation, wages, long-term interest rate, and Canadian equity returns and global equity returns respectively. Chapter 6 provides the methodology of the pension plan projection and two simple illustrations. Chapter 7 provides a brief conclusion.
Chapter 2

Inflation

2.1 Data

Annual consumer price index (CPI) is available from 1914 to 2010 based on CANSIM series V41693271. The consumer price index is calculated using the 2005 basket of all items (i.e. not excluding any items) across Canada.

The force of annual inflation is calculated as follow:

\[ X_I(t) = \ln \frac{CPI(t)}{CPI(t-1)}. \]  \hspace{1cm} (2.1.1)

In Figure 2.1, the force of annual inflation is significantly more volatile on the left side of the vertical line (year 1955) than on the right side. Note that Bank of Canada adopted an inflation-control target in 1991, and revised the target in November 2011. The target “aims to keep total CPI inflation at the 2 per cent midpoint of a target range of 1 to 3 per cent over the medium term” ("Inflation-Control Target", n.d.). As a result, it is reasonable to believe that big fluctuations in inflation are not expected in the future in Canada, and consequently, only data from 1955 onwards is used to estimate the parameters.

2.2 Model Selection

2.2.1 AR(1) Model

The ACF and PACF in Figure 2.2 show the pattern of an AR(1) series. As a result, an AR(1) model is appropriate for the force of annual inflation.
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Figure 2.1: Force of Annual Inflation from 1915 to 2010

Figure 2.2: Autocorrelation Function and Partial Autocorrelation Function for the Force of Annual Inflation
2.2.2 ARCH(1) Models

The parameter estimates for the AR(1) model are summarized in Table 2.3. The residual is then calculated based on the parameter estimates. Since there is significant cross-correlation at lag minus one between the series and the squared residual, an ARCH(1) model is considered. Note that the cross-correlations at lag minus two, zero, and one are also significant. Although a significant cross-correlation at lag minus two suggests an ARCH(2) model, this is not within the class of models considered. Significant cross-correlation at lag zero and one imply the observation at current and next time period, respectively, affect the volatility at current time period. This is not useful for the model because current and future observations cannot be used to formulate the current volatility. Only past observations are available to calculate the volatility in the current period.

Note that only the full ARCH(1) model (ARCH(F)) and the non-centered ARCH(1) model (ARCH(N)) can be used. Since the first observation is zero, the variance for the second observation is zero under the proportional ARCH(1) model (ARCH(P)). Consequently, the log-likelihood is undefined. However, as stated in Section 2.2.3, the parameter estimates of the regime switching ARCH(N) model suggest a regime switching ARCH(P) model. Therefore, the ARCH(P) model is also considered with the first observation removed.

Figure 2.3: Cross-correlation Function for the Force of Annual Inflation and its Squared AR(1) Residual
2.2.3 Regime Switching AR(1) and ARCH(1) Models

For the force of annual inflation, regime switching models are also considered, namely: a regime switching AR(1) model (RSAR(1)), a regime switching ARCH(F) model (RSARCH(F)), a regime switching ARCH(N) model (RSARCH(N)), and a regime switching ARCH(P) model (RSARCH(P)).

The parameter estimates for the RSARCH(F) model (the first column of estimates in Table 2.1) do not produce a stationary standard deviation. Specifically, regime two is not a stationary process since $\hat{\alpha}_{I2}^2 + \hat{\gamma}_{I2}^2 > 1$. Consequently, this model does not produce meaningful results for pension plan projection. However, a search in the neighbourhood of the maximum likelihood estimates is performed to find a parameter set that produces a stationary standard deviation. This new parameter set, inevitably, does not maximize the log-likelihood function but should be chosen only if the new log-likelihood value is reasonably close to the maximum value. The standard deviation for regime two is,

$$SD_{I2} = \frac{\hat{\lambda}_{I2}}{\sqrt{1 - \hat{\alpha}_{I2}^2 - \hat{\gamma}_{I2}^2}} = \frac{0.0096}{\sqrt{1 - 0.9959^2 - 0.3358^2}} = \frac{0.0096}{\sqrt{-0.1046}}.$$ 

Since changing the value of $\hat{\gamma}_{I2}$ decreases the log-likelihood value significantly, the value of $\hat{\gamma}_{I2}$ remains unchanged at 0.3358. As a result, $\hat{\alpha}_{I2}$ needs to be less than 0.9419 in order to have a stationary process, and therefore, a step of 0.06 ($\approx 0.9959 - 0.9419$) is used. Table 2.1 summarizes different log-likelihood values (LLV) for different parameter sets. The last column of the table is the parameter set with the highest log-likelihood value among all the parameter sets that produce a stationary standard deviation. Note that negative values of $\hat{\gamma}_{I1}$ have the same effect as positive values.

For RSARCH(N), both $\hat{\lambda}_{I1}$ and $\hat{\gamma}_{I2}$ attained the minimum boundary of the maximization, which is 0.0001. This suggests that an RSARCH(P) might be appropriate. However, as mentioned in Section 2.2.2, the first observation has to be removed so that the log-likelihood function is defined. Note that the maximum likelihood estimates for RSARCH(N) and RSARCH(P) are different and not comparable because the data used for the maximization is different.

The estimate of $\alpha_{I1}$ in RSARCH(P) is essentially zero (1e-8). This implies one regime is a white noise process while the other regime is an AR(1) process. In order for the model to be an ARCH(P) model in both regimes, a search is also performed for this set of parameters.
Table 2.1: Search for Stationary Standard Deviation for RSARCH(F) Model for the Force of Annual Inflation

| \( \hat{\mu}_1 \) | 0.0177 | 0.0177 | 0.0177 | 0.0177 | 0.0177 | 0.0177 | 0.0177 | 0.0177 | 0.0177 | 0.0177 |
| \( \hat{\alpha}_1 \) | 0.0360 | 0.0360 | 0.0360 | 0.0960 | 0.0960 | 0.0360 | 0.0360 | 0.0360 | 0.0360 | 0.0360 |
| \( \hat{\lambda}_1 \) | 0.0074 | 0.0074 | 0.0074 | 0.0074 | 0.0074 | 0.0074 | 0.0074 | 0.0074 | 0.0074 | 0.0074 |
| \( \hat{\gamma}_1 \) | 0.0011 | -0.0589 | 0.0611 | 0.0611 | 0.0611 | 0.0611 | 0.0611 | 0.0611 | 0.0611 | 0.0611 |
| \( \hat{\mu}_2 \) | 0.0304 | 0.0304 | 0.0304 | 0.0304 | 0.0304 | 0.0304 | 0.0304 | 0.0304 | 0.0304 | 0.0304 |
| \( \hat{\alpha}_2 \) | 0.9959 | 0.9959 | 0.9959 | 0.9959 | 0.9959 | 0.9959 | 0.9959 | 0.9959 | 0.9959 | 0.9959 |
| \( \hat{\lambda}_2 \) | 0.0096 | 0.0096 | 0.0096 | 0.0096 | 0.0096 | 0.0096 | 0.0096 | 0.0096 | 0.0096 | 0.0096 |
| \( \hat{\gamma}_2 \) | 0.3358 | 0.3358 | 0.3358 | 0.3358 | 0.3358 | 0.3358 | 0.3358 | 0.3358 | 0.3358 | 0.3358 |
| \( \hat{\rho}_{12} \) | 0.0412 | 0.0412 | 0.0412 | 0.0412 | 0.0412 | 0.0412 | 0.0412 | 0.0412 | 0.0412 | 0.0412 |
| \( \hat{\rho}_{21} \) | 0.0423 | 0.0423 | 0.0423 | 0.0423 | 0.0423 | 0.0423 | 0.0423 | 0.0423 | 0.0423 | 0.0423 |
| LLV | 167.5427 | 167.5090 | 167.5065 | 167.4686 | 167.4360 | 167.3784 | 167.3768 |

A step of 0.1 is used. The final parameter set is chosen based on the highest log-likelihood value. Table 2.2 summarizes different log-likelihood values for different parameter sets. The first and last columns of estimates in the table denote the initial and final parameter sets.

Table 2.2: Search for true RSARCH(P) Model for the Force of Annual Inflation

| \( \hat{\mu}_1 \) | 0.0178 | 0.0178 | 0.0178 | 0.0178 | 0.0178 | 0.0178 | 0.0178 | 0.0178 | 0.0178 | 0.0178 |
| \( \hat{\alpha}_1 \) | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| \( \hat{\gamma}_1 \) | 0.4995 | 0.4995 | 0.5995 | 0.3995 | 0.3995 | 0.3995 | 0.3995 | 0.3995 | 0.3995 | 0.3995 |
| \( \hat{\mu}_2 \) | 0.8539 | 0.8539 | 0.8539 | 0.8539 | 0.8539 | 0.8539 | 0.8539 | 0.8539 | 0.8539 | 0.8539 |
| \( \hat{\alpha}_2 \) | 0.2920 | 0.2920 | 0.2920 | 0.2920 | 0.2920 | 0.2920 | 0.2920 | 0.2920 | 0.2920 | 0.2920 |
| \( \hat{\gamma}_2 \) | 0.3786 | 0.2786 | 0.3786 | 0.3786 | 0.2786 | 0.4786 | 0.4786 | 0.4786 | 0.3786 | 0.3786 |
| \( \hat{\rho}_{12} \) | 0.0648 | 0.0648 | 0.0648 | 0.0648 | 0.0648 | 0.0648 | 0.0648 | 0.0648 | 0.0648 | 0.0648 |
| \( \hat{\rho}_{21} \) | 168.1118 | 168.0157 | 167.9723 | 167.8335 | 167.8075 | 167.6976 | 167.3863 |

2.3 Parameters Estimation

The final parameter estimates as well as the long-term mean (LTM) and long-term standard deviation (LTSD) are summarized in Tables 2.3 and 2.4. The asymptotic standard error of the estimation is shown in brackets, if applicable.
Table 2.3: AR(1)/ARCH(1) Models Parameter Estimates for the Force of Annual Inflation

<table>
<thead>
<tr>
<th>Model</th>
<th>AR(1)</th>
<th>ARCH(F)</th>
<th>ARCH(N)</th>
<th>ARCH(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\mu}_1$</td>
<td>0.0405 (0.0139)</td>
<td>0.0218 (0.0065)</td>
<td>0.0353 (0.0090)</td>
<td>0.0269 (0.0029)</td>
</tr>
<tr>
<td>$\hat{\alpha}_1$</td>
<td>0.8624 (0.0652)</td>
<td>0.8794 (0.0906)</td>
<td>0.7984 (0.0852)</td>
<td>0.2429 (0.0891)</td>
</tr>
<tr>
<td>$\hat{\sigma}_1$</td>
<td>0.0141 (0.0013)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$\hat{\lambda}_1$</td>
<td>N/A</td>
<td>0.0097 (0.0014)</td>
<td>0.0080 (0.0000)</td>
<td>N/A</td>
</tr>
<tr>
<td>$\hat{\gamma}_1$</td>
<td>N/A</td>
<td>0.3570 (0.0933)</td>
<td>0.2613 (0.0463)</td>
<td>0.5850 (0.0563)</td>
</tr>
<tr>
<td>LTM</td>
<td>0.0405</td>
<td>0.0218</td>
<td>0.0353</td>
<td>0.0269</td>
</tr>
<tr>
<td>LTSD</td>
<td>0.0278</td>
<td>0.0307</td>
<td>0.0225</td>
<td>0.0203</td>
</tr>
</tbody>
</table>

Table 2.4: Regime Switching AR(1)/ARCH(1) Models Parameter Estimates for the Force of Annual Inflation

<table>
<thead>
<tr>
<th>Model</th>
<th>RSAR(1)</th>
<th>RSARCH(F)</th>
<th>RSARCH(N)</th>
<th>RSARCH(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\mu}_{11}$</td>
<td>0.0179</td>
<td>0.0177</td>
<td>0.0184</td>
<td>0.0178</td>
</tr>
<tr>
<td>$\hat{\mu}_{12}$</td>
<td>0.0456</td>
<td>0.0340</td>
<td>0.0366</td>
<td>0.0361</td>
</tr>
<tr>
<td>$\hat{\alpha}_{11}$</td>
<td>0.0817</td>
<td>0.0360</td>
<td>0.2338</td>
<td>0.1000</td>
</tr>
<tr>
<td>$\hat{\alpha}_{12}$</td>
<td>0.8560</td>
<td>0.9359</td>
<td>0.8492</td>
<td>0.8539</td>
</tr>
<tr>
<td>$\hat{\sigma}_{11}$</td>
<td>0.0073</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$\hat{\sigma}_{12}$</td>
<td>0.0158</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$\hat{\lambda}_{11}$</td>
<td>N/A</td>
<td>0.0074</td>
<td>0.0001</td>
<td>N/A</td>
</tr>
<tr>
<td>$\hat{\lambda}_{12}$</td>
<td>N/A</td>
<td>0.0011</td>
<td>0.9026</td>
<td>0.5995</td>
</tr>
<tr>
<td>$\hat{\gamma}_{11}$</td>
<td>N/A</td>
<td>0.3358</td>
<td>0.2951</td>
<td>0.2920</td>
</tr>
<tr>
<td>$\hat{\rho}_{112}$</td>
<td>0.0356</td>
<td>0.0412</td>
<td>0.4219</td>
<td>0.3786</td>
</tr>
<tr>
<td>$\hat{\rho}_{121}$</td>
<td>0.0405</td>
<td>0.0423</td>
<td>0.0553</td>
<td>0.0648</td>
</tr>
<tr>
<td>LTM</td>
<td>0.0308</td>
<td>0.0240</td>
<td>0.0345</td>
<td>0.0335</td>
</tr>
<tr>
<td>LTSD</td>
<td>0.0248</td>
<td>0.0308</td>
<td>0.0312</td>
<td>0.0237</td>
</tr>
</tbody>
</table>

2.4 Time Series Projection

For the force of annual inflation, simulations are only performed for the regime switching models. Two initial values are used: 3% (close to the long-term mean) and 10% (far from the long-term mean). Figures 2.4, 2.5, 2.6, and 2.7 show the mean, standard deviation, 5th and 95th percentiles, and the minimum and maximum of the projection data respectively.
Figure 2.4: Mean of Projection for the Force of Annual Inflation

Figure 2.5: Standard Deviation of Projection for the Force of Annual Inflation
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Figure 2.6: 5th and 95th Percentiles of Projection for the Force of Annual Inflation

Figure 2.7: Minimum and Maximum of Projection for the Force of Annual Inflation
2.5 Final Model

Comparing the parameter estimates for the AR(1) and ARCH(1) models, they are very different. For the ARCH(F) model, the long-term mean $\mu_I$ is also used to determine the variance of the innovations. As a result, $\hat{\mu}_I$ is significantly lower because it has to balance between the mean portion as well as the variance portion of the log-likelihood function to produce the maximum. Note that the ARCH(F) model can be re-parameterized by assuming a mean for the variance of the innovations that is different than the long-term mean; however, given the data is modeled using an AR(1) model, it is difficult to justify and interpret such model.

The ARCH(P) model also has a significantly lower mean. This is because the local volatility is very large (as indicated by the large value of $\hat{\gamma}_I$). Consequently, the larger observations are viewed as large fluctuations around a lower mean instead of small fluctuations around a higher mean. Moreover, the long-term standard deviation for the force of annual inflation is between 0.020 and 0.032 for all models. Therefore, in order to preserve the long-term volatility suggested by the data, the autocorrelation $\hat{\alpha}_I$ is also significantly lower to balance out the large value of $\hat{\gamma}_I$.

Although there is no graphs or tables to demonstrate the appropriateness of the regime switching models, regime switching models provide more flexibility to model inflation. Therefore, all the non-regime switching models are not considered here, unless the parameters estimation and/or dynamics for all the regime switching models are unsatisfactory.

The RSAR(1) model produced reasonable simulation data and dynamics; however, compared to the ARCH models, the RSAR(1) model does not have the feature of conditional heteroscedasticity, which has been illustrated in Figure 2.3.

For the regime switching models, the mean and the 5th and 95th percentiles look reasonable in Figures 2.4 and 2.6. However, Figure 2.5 shows that the standard deviations for both RSARCH(F) and RSARCH(N) models do not converge to a long-term value (i.e. the process is not stationary) even after 50 years. Although the theoretical long-term standard deviations exist for both models, the local volatility is still large enough to produce a very large number. This is illustrated in Figure 2.7. The range between the minimum and the maximum projected value is largest for the RSARCH(F) model, then followed by the RSARCH(N) model. The extreme values in these two models are so large that they move the standard deviation away from the stationary value. For pension plan projections,
extreme values do not produce meaningful conclusions; therefore, both RSARCH(F) and RSARCH(N) models should be used with caution when projecting pension plans.

For the RSARCH(P) model, the range of the simulated data is not large enough to produce a non-stationary series, which is an advantage over the RSARCH(F) and RSARCH(N) models. To ensure the usability of the RSARCH(P) model, an investigation of the extent of the extreme values is needed. The extreme values are defined as forces of annual inflation greater than 20% or smaller than -5%. The extreme value thresholds are not symmetric because, with these models, deflation is less likely to occur than high inflation. Figure 2.8 shows the extreme value ratio (number of extreme values divided by 100,000) for the RSARCH(P) model. Out of 100,000 trials, about 0.1% of the time the simulated data is over 20% or under -5% when the series becomes stationary. For an initial value of 10%, extreme values, as expected, are more common for the first 10 years. Although extreme values are not good for pension plan projections, the frequency of its occurrence shown in Figure 2.8 is acceptable.

In conclusion, RSARCH(P) model is the most appropriate model for the force of annual inflation for pension plan projections.
Chapter 3

Wage Index

3.1 Data

Average weekly earnings (AWE) are available at Statistics Canada from 1939 to 2010 based on the following series:

1. Historical Statistics of Canada (second edition) E49 series: This series consists of annual AWE across Canada from 1939 to 1975. For data between 1939 and 1961, the 1948 Standard Industrial Classification (SIC) was used while data between 1957 and 1975 used the 1960 SIC.

2. CANSIM series V75249: This series consists of monthly AWE across Canada from 1961 to 1985. The annual AWE for each year is calculated as the average of the AWE for the 12 calendar months. This series uses the 1960 SIC.

3. CANSIM series V252496: This series consists of annual AWE across Canada from 1983 to 2000 with the 1980 SIC.

4. CANSIM series V1796232: This series consists of annual AWE across Canada from 1991 to 2010. This series uses the North American Industry Classification System.

For data between 1961 and 1975, the E49 series and the annual average of the V75249 series produce the same number. Therefore, no adjustment has been made for this period. When there is a change in classification, the impact of the change in classification is smoothed out by taking a weighted average of the two data series.
The force of annual wage index is calculated as follow:

\[ X_W(t) = \ln \frac{AWE(t)}{AWE(t-1)}. \]  

(3.1.1)

In Figure 3.1, the force of annual wage index went through two periods of large volatility: one before 1955 and one around 1980. After 1990, the series has small fluctuations around 2%. To be consistent with the inflation data, only data from 1955 onwards (i.e. right of the vertical line) is used to estimate the parameters.

3.2 Model Selection

3.2.1 AR(1) Model

The ACF and PACF in Figure 3.2 show the pattern of an AR(1) series. As a result, an AR(1) model is appropriate for the force of annual wage index.

3.2.2 ARCH(1) Model

The parameter estimates for the AR(1) model are summarized in Table 3.1. The residual is then calculated based on the parameter estimates. Since there is significant cross-correlation
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3.2.3 Transfer Function Models

For the force of annual wage index, transfer function models are also considered with both two lags (TF(2)), and one lag (TF(1)). The force of annual inflation is used as an exogenous variable to explain the force of annual wage index. Figure 3.4 shows the cross-correlation between the force of annual wage index and the force of annual inflation. The cross-correlation is significant at lag zero and minus one, which supports the use of TF(2) and TF(1) models. Note that the cross-correlation is also significant at several other lags; however, significance at lags less than minus one implies a transfer function model with more than two lags, which is not considered. Also, significance at lags larger than zero implies that past observations of the force of annual wage index can be used to explain current observation of the force of
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Figure 3.3: Cross-correlation Function for the Force of Annual Wage Index and its Squared AR(1) Residual

annual inflation. This is also not in the class of models considered as it suggests a transfer function model for the force of annual inflation using the force of annual wage index as an exogenous variable.

Moreover, in reality, when the force of annual wage index is very high, employers will want to slow down the wage increase. On the other hand, if the force of annual wage index is very low, the employees will demand bigger wage increase. Therefore, in equilibrium, there is a pressure for the force of annual wage index returning to some base value. In wage negotiation, the force of annual inflation will usually be used as the starting point, and therefore, the force of annual inflation can be considered as some base value. Also, Thury (1979) pointed out that “wage increases are partly a compensation for past or expected future inflation”. As a result, the force of inflation can be used to explain part of the increase in wage index. Note that wage negotiation may not occur every year. Also, the timing of the negotiation may be different from the release of the inflation data usually. Therefore, the force of annual inflation in the recent past may affect the current year force of annual wage index. Consequently, TF(2) and TF(1) models are both possible models for the force of annual wage index.

As mentioned in Section 1.2, pension actuaries use the building block approach to come up with the values for future wage increases. Transfer function models can be interpreted
as a building block where the force of annual wage index is equal to a fraction of the force of annual inflation plus the increase in general productivity and merit modeled as the innovations. The model assumes that the innovations follow an AR(1) model. This is reasonable because the general productivity is correlated with the Gross National Product (GNP) (Özmucur, 2006). Moreover, GNP can be modeled by an autoregressive model (Cochrane, 1994).

### 3.3 Parameters Estimation

The final parameter estimates, long-term mean, and long-term standard deviation are summarized in Tables 3.1 and 3.2. The asymptotic standard error of the estimation is shown in brackets.

The ARCH(P) model does not produce a stationary standard deviation; therefore, it is not used for the time series projection.
Table 3.1: AR(1)/ARCH(1) Models Parameter Estimates for the Force of Annual Wage Index

<table>
<thead>
<tr>
<th>Model</th>
<th>AR(1)</th>
<th>ARCH(F)</th>
<th>ARCH(N)</th>
<th>ARCH(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\mu}_W)</td>
<td>0.0475 (0.0148)</td>
<td>0.0335 (0.0078)</td>
<td>0.0458 (0.0137)</td>
<td>0.0130 (0.0088)</td>
</tr>
<tr>
<td>(\hat{\alpha}_W)</td>
<td>0.8586 (0.0691)</td>
<td>0.8978 (0.0862)</td>
<td>0.8519 (0.0784)</td>
<td>0.6970 (0.1949)</td>
</tr>
<tr>
<td>(\hat{\sigma}_W)</td>
<td>0.0156 (0.0015)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>(\hat{\lambda}_W)</td>
<td>N/A</td>
<td>0.0112 (0.0016)</td>
<td>0.0116 (0.0000)</td>
<td>N/A</td>
</tr>
<tr>
<td>(\hat{\gamma}_W)</td>
<td>N/A</td>
<td>0.3501 (0.0890)</td>
<td>0.1820 (0.0413)</td>
<td>1.3297 (0.1268)</td>
</tr>
<tr>
<td>LTM</td>
<td>0.0475</td>
<td>0.0335</td>
<td>0.0458</td>
<td>0.0130</td>
</tr>
<tr>
<td>LTSD</td>
<td>0.0303</td>
<td>0.0421</td>
<td>0.0291</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3.2: Transfer Function Models Parameter Estimates for the Force of Annual Wage Index

<table>
<thead>
<tr>
<th>Model</th>
<th>TF(2)</th>
<th>TF(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\beta}_W^1)</td>
<td>0.4816 (0.1228)</td>
<td>0.5779 (0.1408)</td>
</tr>
<tr>
<td>(\hat{\beta}_W^2)</td>
<td>0.3458 (0.1215)</td>
<td>N/A</td>
</tr>
<tr>
<td>(\hat{\mu}_{We})</td>
<td>0.0155 (0.0089)</td>
<td>0.0248 (0.0088)</td>
</tr>
<tr>
<td>(\hat{\sigma}_{We})</td>
<td>0.7476 (0.0893)</td>
<td>0.7371 (0.1017)</td>
</tr>
<tr>
<td>(\hat{\sigma}_{We})</td>
<td>0.0127 (0.0012)</td>
<td>0.0136 (0.0013)</td>
</tr>
<tr>
<td>LTM</td>
<td>0.0432</td>
<td>0.0441</td>
</tr>
<tr>
<td>LTSD</td>
<td>0.0265</td>
<td>0.0243</td>
</tr>
</tbody>
</table>

### 3.4 Time Series Projection

For the force of annual wage index, two initial values are used: 5% (close to the long-term mean) and 12% (far from the long-term mean). For the transfer function models, RSARCH(P) model is used for the force of annual inflation. Initial values of 3% and 10% (from Section 2.4) for the force of annual inflation are paired with initial values of 5% and 12% for the force of annual wage index respectively.

Figures 3.5, 3.6, 3.7, and 3.8 show the mean, standard deviation, 5th and 95th percentiles, and the minimum and maximum of the projection data, respectively, for the AR(1) and ARCH(1) models. Figures 3.9, 3.10, 3.11, and 3.12 show the mean, standard deviation, 5th and 95th percentiles, and the minimum and maximum of the projection data, respectively, for the transfer function models.
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Figure 3.5: AR(1)/ARCH(1) Models Mean of Projection for the Force of Annual Wage Index

Figure 3.6: AR(1)/ARCH(1) Models Standard Deviation of Projection for the Force of Annual Wage Index
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Figure 3.7: AR(1)/ARCH(1) Models 5th and 95th Percentiles of Projection for the Force of Annual Wage Index

Figure 3.8: AR(1)/ARCH(1) Models Minimum and Maximum of Projection for the Force of Annual Wage Index
CHAPTER 3. WAGE INDEX

Figure 3.9: Transfer Function Models Mean of Projection for the Force of Annual Wage Index

Figure 3.10: Transfer Function Models Standard Deviation of Projection for the Force of Annual Wage Index
Figure 3.11: Transfer Function Models 5th and 95th Percentiles of Projection for the Force of Annual Wage Index

Figure 3.12: Transfer Function Models Minimum and Maximum of Projection for the Force of Annual Wage Index
3.5 Final Model

The long-term mean for the ARCH(F) model is significantly lower than the AR(1) and ARCH(N) models. This may be a problem for pension plan projections because one of the risks faced by employers in DB pension plans and employees in DC pension plans is wage increases. For DB pension plan employers, in general, increased wages mean more benefits, and therefore, costs and contributions. For DC pension plan employees, increased wages mean more employer contributions but also more retirement income required to maintain the pre-retirement standard of living. Therefore, using an ARCH(F) model for the force of annual wage index may underestimate the risk by having a lower long-term mean force of annual wage index.

In Figure 3.6, the standard deviation for the ARCH(F) model seems to be just about to converge to the long-term value after 50 years. This is driven by the large extreme values shown in Figure 3.8. Combined with the lower mean mentioned above, the ARCH(F) model is not appropriate to model the force of annual wage index for pension plan projections.

The dynamics of the AR(1) and ARCH(N) models are somewhat similar as shown in Figures 3.5-3.8, except for the fact that the ARCH(N) model has larger variance before stationarity when the initial value is away from the mean. The ARCH(N) model also produces slightly larger range of projected values than the AR(1) model. Again, all else being equal, models with conditional heteroscedasticity are preferable to an AR(1) model for pension plan projections.

For TF(2) and TF(1) models, the dynamics are very similar, with the exception that the standard deviation for TF(2) is larger than TF(1). This is due to the underlying force of annual inflation being modeled by the RSARCH(P) model. Since \( \hat{\beta}_{W^2} \) is larger than twice of its own standard error, \( \beta_{W^2} \) may be significant and should not be eliminated. Therefore, the TF(2) model would be more appropriate than the TF(1) model.

Akaike (1974) proposed the Akaike Information Criterion (AIC) to rank competing models. AIC is defined as

\[
AIC = 2k - 2L \tag{3.5.1}
\]

where \( k \) is the number of parameters in the model and \( L \) is the maximum log-likelihood value. The model with the lowest AIC is the most appropriate model among the competing models. The AIC for the TF(2) and TF(1) models are -314.32 and -308.74 respectively.
This also suggest that the TF(2) model is more appropriate than the TF(1) model.

Figure 3.13 shows the extreme value ratios for the TF(2) model. Extreme value thresholds are defined the same as Section 2.5. The shape of the curve is similar to Figure 2.8 because it is based on the same simulated force of annual inflation. The frequency of extreme values occurrence is somewhat less than the force of annual inflation; therefore, it is also acceptable for pension plan projections.

In conclusion, the TF(2) model is preferable to all the other models because it is justifiable in a statistical sense. At the same time, this model incorporates the force of annual inflation, and as a result, the regime switching model chosen for the force of annual inflation.
Chapter 4

Long-term Interest Rate

4.1 Data

The monthly average yield for Government of Canada marketable bonds with maturity over 10 years is available at Statistics Canada from 1936 to 2010 based on CANSIM series V122487. The average yield for the last Wednesday of December of each year is used as a proxy for the annual long-term interest rate.

In Figure 4.1, the annual long-term interest rate was somewhat flat before 1955. It then increased and reached a maximum around 1980. Since then, the annual long-term interest rate has been declining. Excluding the pre-1955 data introduces more volatility into the data, and thus, into the models implied by the estimated parameters. However, given the recently increased possibility of government bonds defaulting in the United States and in Europe, more volatility in the Canadian economy can be expected (Simms, 2011). As a result, it is reasonable to assume similar volatility will continue into the future for the annual long-term interest rate; and therefore, only data from 1955 onwards (i.e. right of the vertical line) is used to estimate the parameters.

4.2 Model Selection

4.2.1 AR(1) Model

The ACF and PACF in Figure 4.2 show the pattern of an AR(1) series. As a result, an AR(1) model is appropriate for the annual long-term interest rate.
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Figure 4.1: Annual Long-term Interest Rate from 1936 to 2010

Figure 4.2: Autocorrelation Function and Partial Autocorrelation Function for the Annual Long-term Interest Rate
4.2.2 ARCH(1) Model

The parameter estimates for the AR(1) model are summarized in Table 4.1. The residual is then calculated based on the parameter estimates. Since there is significant cross-correlation at lag minus one between the series and the squared residual in Figure 4.3, an ARCH(1) model is considered. Again, significance in cross-correlations at other lags is either not considered or not useful. Therefore, the ARCH(F), ARCH(N), and ARCH(P) models are considered.

4.2.3 Transfer Function Models

For annual long-term interest rate, transfer function models are also considered with both two lags and one lag. The force of annual inflation is used as an exogenous variable to explain the annual long-term interest rate. Figure 4.4 shows the cross-correlation between the annual long-term interest rate and the force of annual inflation. The cross-correlation is significant at lag zero and minus one, which supports the use of the TF(2) and TF(1) models. As in Section 4.2.2, significance of the cross-correlation at other lags is not considered.
4.3 Parameters Estimation

The final parameter estimates, long-term mean, and long-term standard deviation are summarized in Tables 4.1 and 4.2. The asymptotic standard error of the estimation is shown in brackets.

Table 4.1: AR(1)/ARCH(1) Models Parameter Estimates for the Annual Long-term Interest Rate

<table>
<thead>
<tr>
<th>Model</th>
<th>AR(1)</th>
<th>ARCH(F)</th>
<th>ARCH(N)</th>
<th>ARCH(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\mu}_L$</td>
<td>0.0730 (0.0186)</td>
<td>0.0421 (0.0134)</td>
<td>0.0739 (0.0256)</td>
<td>0.0739 (0.0256)</td>
</tr>
<tr>
<td>$\hat{\alpha}_L$</td>
<td>0.9269 (0.0502)</td>
<td>0.9976 (0.0429)</td>
<td>0.9488 (0.0483)</td>
<td>0.9488 (0.0483)</td>
</tr>
<tr>
<td>$\hat{\sigma}_L$</td>
<td>0.0101 (0.0010)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$\hat{\lambda}_L$</td>
<td>N/A</td>
<td>0.0053 (0.0010)</td>
<td>0.0000 (0.0000)</td>
<td>N/A</td>
</tr>
<tr>
<td>$\hat{\gamma}_L$</td>
<td>N/A</td>
<td>0.2113 (0.0705)</td>
<td>0.1230 (0.0117)</td>
<td>0.1230 (0.0117)</td>
</tr>
<tr>
<td>LTM</td>
<td>0.0730</td>
<td>0.0421</td>
<td>0.0739</td>
<td>0.0739</td>
</tr>
<tr>
<td>LTSD</td>
<td>0.0269</td>
<td>N/A</td>
<td>0.0312</td>
<td>0.0312</td>
</tr>
</tbody>
</table>

The ARCH(F) model does not produce a stationary standard deviation, and the ARCH(N) model is essentially the same as the ARCH(P) model. Therefore, neither model is used for the time series projection.
Table 4.2: Transfer Function Models Parameter Estimates for the Annual Long-term Interest Rate

<table>
<thead>
<tr>
<th>Model</th>
<th>TF(2)</th>
<th>TF(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\beta}_{L1})</td>
<td>0.1269 (0.0951)</td>
<td>0.1327 (0.0966)</td>
</tr>
<tr>
<td>(\hat{\beta}_{L2})</td>
<td>0.1728 (0.0970)</td>
<td>N/A</td>
</tr>
<tr>
<td>(\hat{\mu}_{Le})</td>
<td>0.0613 (0.0129)</td>
<td>0.0674 (0.0162)</td>
</tr>
<tr>
<td>(\hat{\alpha}_{Le})</td>
<td>0.8893 (0.0668)</td>
<td>0.9147 (0.0563)</td>
</tr>
<tr>
<td>(\hat{\sigma}_{Le})</td>
<td>0.0096 (0.0009)</td>
<td>0.0099 (0.0009)</td>
</tr>
<tr>
<td>LTM</td>
<td>0.0713</td>
<td>0.0719</td>
</tr>
<tr>
<td>LTSD</td>
<td>0.0221</td>
<td>0.0248</td>
</tr>
</tbody>
</table>

### 4.4 Time Series Projection

For the annual long-term interest rate, two initial values are used: 7% (close to the long-term mean) and 14% (far from the long-term mean). For the transfer function models, the RSARCH(P) model is used for the force of annual inflation. Initial values of 3% and 10% (from Section 2.4) for the force of annual inflation are paired with initial values of 7% and 14% for the annual long-term interest rate respectively.

Figures 4.5, 4.6, 4.7, and 4.8 show the mean, standard deviation, 5th and 95th percentiles, and the minimum and maximum of the projection data, respectively, for the AR(1) and ARCH(1) models. Figures 4.9, 4.10, 4.11, and 4.12 show the mean, standard deviation, 5th and 95th percentiles, and the minimum and maximum of the projection data, respectively, for the transfer function models.

### 4.5 Final Model

The AR(1) and ARCH(P) models have similar dynamics as illustrated in Figures 4.5-4.8 with some exceptions. The ARCH(P) model has larger standard deviation than the AR(1) model regardless of the initial value. Both models have high autocorrelation factor \(\hat{\alpha}_L\), and this high value produces a unique feature for the ARCH(P) model. The minimum values simulated using the ARCH(P) model do not go below zero as seen in Figure 4.8. Negative interest rates rarely occur in reality because interest rates are monitored by the Government (“Key Interest Rate”, n.d.) and negative interest rates are not good for the economy. Also, for pension plan projections, negative interest rates imply setting aside a larger amount now in order to pay a smaller amount in the future. This goes against logic because, at
CHAPTER 4. LONG-TERM INTEREST RATE

Figure 4.5: AR(1)/ARCH(1) Models Mean of Projection for the Annual Long-term Interest Rate

Figure 4.6: AR(1)/ARCH(1) Models Standard Deviation of Projection for the Annual Long-term Interest Rate
CHAPTER 4. LONG-TERM INTEREST RATE

Figure 4.7: AR(1)/ARCH(1) Models 5th and 95th Percentiles of Projection for the Annual Long-term Interest Rate

Figure 4.8: AR(1)/ARCH(1) Models Minimum and Maximum of Projection for the Annual Long-term Interest Rate
Figure 4.9: Transfer Function Models Mean of Projection for the Annual Long-term Interest Rate

Figure 4.10: Transfer Function Models Standard Deviation of Projection for the Annual Long-term Interest Rate
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Figure 4.11: Transfer Function Models 5th and 95th Percentiles of Projection for the Annual Long-term Interest Rate

Figure 4.12: Transfer Function Models Minimum and Maximum of Projection for the Annual Long-term Interest Rate
the least, setting aside an amount equal to the amount to be paid in the future should be enough. Therefore, negative interest rates may not produce meaningful results for pension plan projections.

Neither $\hat{\beta}_{L1}$ nor $\hat{\beta}_{L2}$ is greater than twice of its own standard error. However, this does not necessarily imply the transfer function models are not appropriate. First, Figure 4.4 shows that the annual long-term interest rate and the force of annual inflation have significant cross-correlations at different lags. Second, the parameters may not be normally distributed because both $\hat{\beta}_{L1}$ and $\hat{\beta}_{L2}$ should be positive as indicated by the positive correlation in Figure 4.4. Also, standard errors calculated using Fisher information matrix assume the parameters have asymptotic normal distribution. Since only 56 observations are used to estimate the parameters, the asymptotic behaviour may not be achieved. Third, the correlation between the annual long-term interest rate and the force of annual inflation is a combination of $\hat{\beta}_{L1}$, $\hat{\beta}_{L2}$, and $\hat{\alpha}_{Le}$. Since $\hat{\alpha}_{Le}$ is very large, it is reasonable to have both $\hat{\beta}_{L1}$ and $\hat{\beta}_{L2}$ relatively small so that the cross-correlation implied by the parameters estimates is consistent with the data. In this report, transfer function models are considered to be reasonable models for the annual long-term interest rates.

Figures 4.9-4.12 show the comparison between the TF(2) and TF(1) models. The most significant difference between the two models is that, while the TF(1) model has a slightly
higher long-term standard deviation, the TF(2) model has generally larger range than the TF(1) model and is more sensitive to big changes in the underlying force of annual inflation. The AIC for the TF(2) and TF(1) models are -344.45 and -343.28 respectively. Therefore, the TF(2) model is again preferable to the TF(1) model.

Note that the TF(2) model does produce negative interest rates; therefore, the investigation of the extreme values is important for annual long-term interest rate. In Figure 4.13, extreme value thresholds are defined as annual long-term interest rate greater than 20% or smaller than 0%. The extreme value thresholds are tighter than those in Sections 2.5 and 3.5 because the extent of negative interest rates needs to be understood. The frequency of occurrence of extreme values is very low as illustrated in Figure 4.13. In conclusion, the TF(2) model is the preferred model for annual long-term interest rate.
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Equity Return

5.1 Data

For annual Canadian equity return (CER), the monthly S&P/TSX composite index (formerly TSE 300 index) is available at Statistics Canada from 1952 to 2010 based on CANSIM series V7668. This index includes the equity prices of the largest companies on the Toronto Stock Exchange. The Canadian equity index (CEI) in December for each year, \( t \), is used to calculate the force of annual CER, \( X_C \), using the following equation:

\[
X_C(t) = \ln \frac{CEI(t)}{CEI(t - 1)}. \tag{5.1.1}
\]

Figure 5.1 shows a plot of the force of annual CER.

For annual global equity return (GER), the annual MSCI World index, as a proxy for the global equity index (GEI), is available at the website of Morgan Stanley Capital International (MSCI) from 1969 to 2010. This index includes 24 developed market country indices. The force of annual GER, \( X_G \), is calculated using the following equation:

\[
X_G(t) = \ln \frac{GEI(t)}{GEI(t - 1)}. \tag{5.1.2}
\]

Figure 5.2 shows a plot of the force of annual GER.
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Figure 5.1: Force of Annual Canadian Equity Return from 1953 to 2010

Figure 5.2: Force of Annual Global Equity Return from 1970 to 2010
5.2 Model Selection

5.2.1 White Noise Model

The ACF and PACF in Figures 5.3 and 5.4 both show the pattern of a white noise series. As a result, a white noise (WN) model is appropriate for both the forces of annual CER and GER.

5.2.2 ARCH(1) Model

The parameter estimates for the WN model are summarized in Table 5.1. The residual is then calculated based on the parameter estimates. Figures 5.5 and 5.6 show the cross-correlation of the series with its squared residual. Since there is no significant cross-correlation other than at lag zero for both series, ARCH models are not considered.
Figure 5.4: Autocorrelation Function and Partial Autocorrelation Function for the Force of Annual Global Equity Return

Figure 5.5: Cross-correlation Function for the Force of Annual Canadian Equity Return and its Squared WN Residual
5.2.3 Regime Switching Vector White Noise Model

For both of the forces of annual CER and GER, regime switching models are considered. The regime for the forces of annual equity return is assumed to be independent of the regime for the force of annual inflation (see Section 2.2.3). On the other hand, the regime for both of the forces of annual CER and GER are assumed to be the same. Therefore, a regime switching vector white noise (RSWN) model is considered. Figure 5.7 shows the cross-correlation between the two series being significant at lag zero, which supports the idea of a vector regime switching model.

Note that, for this model, the only correlation between the force of annual CER and the force of annual GER is through the regime. That is, the innovations of the two series are assumed to be independent. Also, in order to formulate a vector model, the same number of observations are required for both series. Therefore, only data from 1970 to 2010 is used for both series to estimate the parameters of the RSWN model.
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5.3 Parameters Estimation

The final parameter estimates are summarized in Tables 5.1 and 5.2 along with the asymptotic standard error of the estimation (shown in brackets), the long-term mean, and the long-term standard deviation.

Table 5.1: WN Model Parameter Estimates for the Forces of Annual CER and GER

<table>
<thead>
<tr>
<th>Series</th>
<th>CER</th>
<th>GER</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.0625 (0.0211)</td>
<td>0.0535 (0.0277)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.1609 (0.0149)</td>
<td>0.1771 (0.0196)</td>
</tr>
<tr>
<td>LTM</td>
<td>0.0625</td>
<td>0.0535</td>
</tr>
<tr>
<td>LTSD</td>
<td>0.1609</td>
<td>0.1771</td>
</tr>
</tbody>
</table>

5.4 Time Series Projection

For the forces of annual CER and GER, the last observation is used as the initial value because a white noise model is used, and therefore, the initial value does not change the dynamics of the model. Figures 5.8-5.11 show the mean, standard deviation, 5th and 95th percentiles, the minimum and maximum, and the distribution of the accumulated rates of
Table 5.2: RSWN Model Parameter Estimates for the Forces of Annual CER and GER

<table>
<thead>
<tr>
<th>Series</th>
<th>CER</th>
<th>GER</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\mu}_1 )</td>
<td>-0.0991</td>
<td>-0.1329</td>
</tr>
<tr>
<td>( \hat{\sigma}_1 )</td>
<td>0.1420</td>
<td>0.1618</td>
</tr>
<tr>
<td>( \hat{\mu}_2 )</td>
<td>0.1545</td>
<td>0.1589</td>
</tr>
<tr>
<td>( \hat{\sigma}_2 )</td>
<td>0.0893</td>
<td>0.0597</td>
</tr>
<tr>
<td>( \hat{\rho}_{12} )</td>
<td>0.7385</td>
<td></td>
</tr>
<tr>
<td>( \hat{\rho}_{21} )</td>
<td>0.4155</td>
<td></td>
</tr>
<tr>
<td>LTM</td>
<td>0.0632</td>
<td>0.0538</td>
</tr>
<tr>
<td>LTSD</td>
<td>0.1649</td>
<td>0.1772</td>
</tr>
</tbody>
</table>

return at year 50 of the projection data for the WN and RSWN models.

5.5 Final Model

For both forces of annual CER and GER, the WN and RSWN models have essentially the same long-term mean and standard deviation. The slight difference in standard deviation for the force of annual CER is due to using different data to estimate the parameters of the WN and RSWN models.

Hardy (2003) pointed out that the density function for the RSWN model has a fatter left tail than the one for the WN model in the long term. The 5th and 95th percentiles correspond to a smaller return for the RSWN model than the WN model as shown in Figure 5.10. Also, in Figure 5.11, although the minimum value is not that different between the two models, the maximum value is clearly shifted downwards for the RSWN model. Moreover, Figure 5.12 suggests that the probability of the accumulated rates of return at year 50 being less than 5 is greater for the RSWN model. All three figures confirmed Hardy’s theory.

Fatter left tail is an important feature for the RSWN model in pension plan projections because it highlights the risk faced by both employers and employees. In a low return environment, employers in DB pension plans are more likely to contribute large amounts, which increases their financial risk. At the same time, employees in DC pension plans are more likely to accumulate insufficient assets to retire and maintain a similar standard of living after retirement. The RSWN model demonstrates that the path of the rate of return can affect the accumulated rates of return significantly, even though the mean and standard deviation of the individual annual rate of return are the same as the WN model every year.
Figure 5.8: WN/RSWN Models Mean of Projection for the Forces of Annual Canadian Equity Return and Global Equity Return

Figure 5.9: WN/RSWN Models Standard Deviation of Projection for the Forces of Annual Canadian Equity Return and Global Equity Return
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Figure 5.10: WN/RSWN Models 5th and 95th Percentiles of Projection for the Forces of Annual Canadian Equity Return and Global Equity Return

Figure 5.11: WN/RSWN Models Minimum and Maximum of Projection for the Forces of Annual Canadian Equity Return and Global Equity Return
In conclusion, the RSWN model is preferable to the WN model for pension plan projections. Note that extreme values analysis is not performed for equity returns because large increases or decreases in stock prices are not rare. Also, there are no effective mechanisms in the market or from the Government to prevent large fluctuations in stock prices.
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Pension Plan Projections

6.1 Methodology

For the projections of the DB pension plan and DC pension plan, 100,000 trials are simulated using the final models selected for inflation, wage index, long-term interest rate, Canadian equity return, and global equity return in the previous chapters.

6.1.1 Defined Benefit Pension Plan

A DB pension plan projection is essentially a series of valuations at each valuation year (this ranges from one year to three years) in the future. The common practice for consulting actuaries performing pension plan projections is to use deterministic variables based on the values of the valuation variables. In other words, the same value is used for every future valuation. To investigate sensitivity of an economic variable, the value is changed deterministically to see how the results change. That is, the change is only from one single number to another single number. For example, if the discount rate used for the last valuation is 5% per year, the discount rate for the projection is also 5%. To investigate the impact of discount rate being lower, the projection is performed again using, say, a 4.5% discount rate. Then the results between two projections are compared to determine the impact. This method does not consider the stochastic nature of economic series.

In this report, the steps of the pension plan projection are the same as above with the exception that the economic variables are now stochastic. This means the economic series are allowed to change in the future; however, the simulated values for the economic
variables are used for future valuations as if they are deterministic as required by the pension legislations in Canada. For example, if the discount rate in year one is 5%, the valuation performed at the end of year one uses a 5% discount rate. In year two, if the discount rate changes to 5.5%, the discount rate for valuation performed at the end of year two is 5.5%.

For illustrations, this report:

- studies a pension plan with only one member. A typical pension plan has at least 10 members with different demographic profiles;
- assumes the member retires at age 60. A typical valuation also assumes termination of employment, death, and retirement at different ages with different probabilities;
- ignores the post-retirement period;
- uses the total unit credit (TUC) funding method instead of the projected unit credit (PUC) funding method as required by the pension legislations. For details of TUC and PUC, see Aitken (1996);
- sets the discount rate at the prevailing simulated interest rate only. In reality, the discount rate should be the expected future return on the pension assets adjusted by the additional expected return from active management, investment expenses, and a margin for adverse deviation;
- performs going-concern valuations only; pension legislations also require solvency valuations;
- assumes that the contribution to fund the accumulation of the benefit (called normal cost) continues regardless of the going-concern surplus level. However, in Canada, the Income Tax Act prevents the employer from contributing when the pension assets are too large compared to the pension liabilities;
- amortizes any going-concern deficit over three years, and the amount to be amortized in the next valuation is recalculated solely based on the new funded status. In reality, contributions for the deficit (called special payments) are determined based on a schedule where each deficit has its own contributions. Also, the amortization period for a going-concern deficit is typically 15 years; and
• performs a valuation every year. Depending on the jurisdiction in Canada, valuation may be required to be performed every one to three years. The frequency of valuation also depends on the funded status at the last valuation.

Mortality rates are assumed to follow the 1994 Uninsured Pensioners Mortality Table (UP94). This is a fairly common mortality table for pension plan valuations. In recent years, there has been an expectation to project the mortality rates using AA scale. Therefore, the mortality rates used for the pension plan projection follow UP94 projected to year 2020 (denoted UP94@2020). The original UP94 rates and AA scale are summarized in Appendix A. Only the rates from age 60 and onwards are shown because it is assumed that the member retires at age 60 and there are no pre-retirement deaths.

6.1.2 Defined Contribution Pension Plan

There is no legislation requiring a valuation or a projection for DC pension plans in Canada. However, most of the DC pension plan administration companies provide some sort of planning tool which involves simple deterministic projection of the account balance.

In this report, the account balance is projected forward to retirement using stochastic returns (as a weighted average of long-term interest rate, Canadian equity return, and global equity return). The account balance is then converted into a pension using the prevailing interest rate at retirement. The replacement ratio is calculated as the ratio of the pension amount to the pre-retirement wages. Replacement ratio is a better measure of benefit adequacy than just the account balance at retirement because it is a measure of standard of living.

For illustrations, this report:

• assumes the asset mix is the same for each year. However, some financial institutions offer life-cycle products which increase the weighting of fixed-income as the member grows older;

• uses the long-term interest rate to calculate the pension. However, this is not always the case for insurance companies;

• uses the UP94@2020 mortality rates. In reality, insurance companies usually have their own mortality tables which can be significantly different than the UP94 mortality table; and
• ignores any loading added to the purchase price of an annuity. In reality, the price charged by the insurance companies includes a loading for expenses and profit.

### 6.1.3 Demographic Variables and Plan Provisions

Table 6.1 summarizes the demographic variables and the plan provisions for the pension plan projections in this report. Note that demographic variables are assumed to be deterministic.

<table>
<thead>
<tr>
<th>Plan</th>
<th>DB</th>
<th>DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hire Age</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Sex</td>
<td>Male</td>
<td>Male</td>
</tr>
<tr>
<td>Starting Salary</td>
<td>50,000</td>
<td>50,000</td>
</tr>
<tr>
<td>Asset Mix</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Fixed-income</td>
<td>40%</td>
<td>40%</td>
</tr>
<tr>
<td>- Canadian Equity</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>- Global Equity</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>Retirement Age</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Termination of Employment</td>
<td>Nil</td>
<td>N/A</td>
</tr>
<tr>
<td>Pre-retirement Death</td>
<td>Nil</td>
<td>N/A</td>
</tr>
<tr>
<td>Post-retirement Death</td>
<td>UP94@2020</td>
<td>UP94@2020</td>
</tr>
<tr>
<td>Plan Provisions</td>
<td>2% of final wages times years of service</td>
<td>Employer contributes 10% of wages annually</td>
</tr>
</tbody>
</table>

### 6.2 Projection Results

#### 6.2.1 Defined Benefit Pension Plan

Figures 6.1-6.6 show the mean, standard deviation, 5th and 95th percentiles, and minimum and maximum for surplus, employer contributions, and employer contributions as a percentage of wages.

#### 6.2.2 Defined Contribution Pension Plan

Figures 6.7-6.9 show the histogram of account balance at retirement, pension purchased using the account balance, and the replacement ratio. Table 6.2 summarizes the statistics of the distribution of the three indicator items above.
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Figure 6.1: Mean and Standard Deviation of Projected DB Surplus

Figure 6.2: 5th and 95th Percentiles and Minimum and Maximum of Projected DB Surplus
CHAPTER 6. PENSION PLAN PROJECTIONS

Figure 6.3: Mean and Standard Deviation of Projected DB Employer Contribution

Figure 6.4: 5th and 95th Percentiles and Minimum and Maximum of Projected DB Employer Contribution
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Figure 6.5: Mean and Standard Deviation of Projected DB Employer Contribution Percentage

Figure 6.6: 5th and 95th Percentiles and Minimum and Maximum of Projected DB Employer Contribution Percentage
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Figure 6.7: Histogram of Projected DC Account Balance at Retirement

Figure 6.8: Histogram of Projected Annual Pension Amount at Retirement Purchased using DC Account Balance
6.3 Comments

6.3.1 Defined Benefit Pension Plan

The standard deviation of surplus increases over 30 years of the employee’s career. This is expected because the randomness of the economic series gets compounded every year. The increase in standard deviation can also be observed in Figure 6.2 where the gap between the 5th and 95th percentiles increases over time. Notice that the percentiles are not symmetric around zero. The 95th percentile is larger in magnitude than the 5th percentile. However, minimum and maximum is the opposite where minimum values tend to be larger in magnitude than maximum values. This suggests a skewed distribution for surplus. Interestingly, the mean of surplus increases for 22 years and then decreases to almost zero at year 30.

The mean of the employer contributions goes up every year. This is expected because, apart from the randomness, normal costs go up every year as the member ages. Also, TUC does not take into account the future wage increases. Moreover, special payments can only be positive. That is, the surplus accumulated in the assets cannot be used to pay for the normal cost while the deficit needs to be amortized in the form of special payment. The non-symmetry of the employer contributions clearly shows in Figure 6.4 where the 5th percentile and minimum value are close to the normal costs and the 95th percentile and maximum...
VALUES ARE UNBOUNDED.


EMPLOYERS IN DB PENSION PLANS ARE MOST INTERESTED IN EMPLOYER CONTRIBUTIONS AS A PERCENTAGE OF WAGES. A MEAN CONTRIBUTION PERCENTAGE OF OVER 20% OF WAGES IS QUITE HIGH. ON TOP OF THAT, 5% OF THE TIME THE EMPLOYER HAS TO CONTRIBUTE 100% OF WAGES, AND, IN THE WORST CASE SCENARIO, CLOSE TO 1000% OF WAGES. THIS SIMPLE PROJECTION HIGHLIGHTS THE HIGH VOLATILITY OF THE EMPLOYER CONTRIBUTIONS, WHICH IS A COMMON BELIEF AMONG EMPLOYERS.

### 6.3.2 Defined Contribution Pension Plan

The distribution of the account balance at retirement is very skewed as illustrated in Figure 6.7 and in Table 6.2. Notice the account balance is always positive among the 100,000 trials. This is because the employer contributes into the account every year. Also, the accumulated
amount is positively skewed as shown in Figure 5.12.

The distribution of the pension purchased by the account balance has a very similar shape as the distribution of the account balance. This is because the pension purchased is the account balance divided by a life annuity factor calculated using the long-term interest rate at retirement. The minimum pension amount is about $6,700. But this amount does not provide information regarding the standard of living without comparing it to the wages just before retirement.

The distribution of the replacement ratio is still very skewed but less skewed than the distribution of the pension purchased. Again, similar to the employer contribution percentage in Section 6.3.1, dividing the pension by the wages eliminates some volatility in the replacement ratios. Also note that the path of the wage increases affects the account balance, all else being equal, because larger increases in the earlier stage of the career means more time for the larger contributions to earn interests to retirement.

DC pension plan employees are most interested in the replacement ratio. In general, a retiree needs over 70% replacement ratio to maintain the pre-retirement living standards (Aon Consulting, 2008). Diamond (1977) suggested that a replacement ratio of 2/3 from a pension plan is adequate. Therefore, out of the 70%, more than 60% should come from employer-sponsored pension plan, government pension plan, and social security. As government pension plan and social security are generally not substantial, the majority of the 60% should come from employer-sponsored pension plan. The mean replacement ratio is 37.46% which is significantly below 60%. The employees have to be in almost the 95th percentile to get the 60% replacement ratio. Moreover, the worst case scenario is as low as 5.30% of pre-retirement wages. Obviously, this poses a problem to maintain not only the pre-retirement living standards but also the minimum living standards. In addition, the impact of inflation has not been taken into account. The pension amount may be adequate at retirement; however, the purchasing power of the pension amount may not be adequate 10 years into retirement if the inflation has been high since retirement.

This simple DC pension plan projection highlights the inadequacy of retirement income for employees participating in DC pension plans. As employees have not yet retired in a large group (like the baby boomers) from DC pension plans, the fact that DC pension plan does not provide enough income for retirement has not been felt by the society yet. In 10 years times, government and citizens may rethink the vehicles to provide retirement income that balance the shortcomings of both DB pension plans and DC pension plans.
Chapter 7

Conclusions

This project focused on key economic variables for pension plan projections. A class of time series models was selected to model the economic variables. After parameter estimation, simulations were performed with different initial values. Then the final model for each variable is selected using multiple criteria: parameter estimates, statistics of the simulated data for the next 50 years, dynamics of the model, extreme values, economic theories, and common actuarial practices. The final models are:

- inflation: regime switching ARCH(1) proportional model;
- wage index: transfer function of lag two with inflation as an exogenous variable;
- long-term interest rate: transfer function of lag two with inflation as an exogenous variable; and
- Canadian equity return and global equity return: regime switching vector white noise model.

The selected final models and parameter estimates are used to simulate a sample DB pension plan and a sample DC pension plan, and brief comments were made for each projection. The projection highlights the high volatility of employer contributions in DB pension plans and the inadequacy of retirement income in DC pension plans.

In future research, several areas can be investigated. For example, consider

- the criteria for the parameters so that the simulated data is always positive for the ARCH(P) model similar to the one for Cox-Ingersoll-Ross model (Cox, Ingersoll &
Ross, 1985);

- statistical tests to rank the different time series models including regime switching models and transfer function models;

- the use of Bayesian model averaging instead of selecting a single model for each variable;

- the use of stochastic demographic variables;

- a more realistic approach to DB pension plan projection;

- an expansion of the asset classes in the asset mix (as well as more time series models to model the new asset classes);

- an expansion of the types of pension plans to include hybrid pension plans (i.e. pension plans with both DB and DC components);

- accounting valuations including the calculation of pension expenses;

- the impact of changes in asset mix;

- the impact of changes in benefit provisions of a DB pension plan; and

- the impact of changes in the employer contribution rate of a DC pension plan.
Appendix A

Mortality Table

The males mortality rates and AA projection scales for the 1994 Uninsured Pensioner Mortality Table are summarized in the following table.

## APPENDIX A. MORTALITY TABLE

<table>
<thead>
<tr>
<th>Age</th>
<th>Rate</th>
<th>AA Scale</th>
<th>Age</th>
<th>Rate</th>
<th>AA Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0.008576</td>
<td>0.016</td>
<td>90</td>
<td>0.164442</td>
<td>0.004</td>
</tr>
<tr>
<td>61</td>
<td>0.009663</td>
<td>0.015</td>
<td>91</td>
<td>0.179849</td>
<td>0.004</td>
</tr>
<tr>
<td>62</td>
<td>0.010911</td>
<td>0.015</td>
<td>92</td>
<td>0.196001</td>
<td>0.003</td>
</tr>
<tr>
<td>63</td>
<td>0.012335</td>
<td>0.014</td>
<td>93</td>
<td>0.213325</td>
<td>0.003</td>
</tr>
<tr>
<td>64</td>
<td>0.013914</td>
<td>0.014</td>
<td>94</td>
<td>0.231936</td>
<td>0.003</td>
</tr>
<tr>
<td>65</td>
<td>0.015629</td>
<td>0.014</td>
<td>95</td>
<td>0.251189</td>
<td>0.002</td>
</tr>
<tr>
<td>66</td>
<td>0.017462</td>
<td>0.013</td>
<td>96</td>
<td>0.270441</td>
<td>0.002</td>
</tr>
<tr>
<td>67</td>
<td>0.019391</td>
<td>0.013</td>
<td>97</td>
<td>0.289048</td>
<td>0.002</td>
</tr>
<tr>
<td>68</td>
<td>0.021354</td>
<td>0.014</td>
<td>98</td>
<td>0.306750</td>
<td>0.001</td>
</tr>
<tr>
<td>69</td>
<td>0.023364</td>
<td>0.014</td>
<td>99</td>
<td>0.323976</td>
<td>0.001</td>
</tr>
<tr>
<td>70</td>
<td>0.025516</td>
<td>0.015</td>
<td>100</td>
<td>0.341116</td>
<td>0.001</td>
</tr>
<tr>
<td>71</td>
<td>0.027905</td>
<td>0.015</td>
<td>101</td>
<td>0.358560</td>
<td>0.000</td>
</tr>
<tr>
<td>72</td>
<td>0.030625</td>
<td>0.015</td>
<td>102</td>
<td>0.376699</td>
<td>0.000</td>
</tr>
<tr>
<td>73</td>
<td>0.033549</td>
<td>0.015</td>
<td>103</td>
<td>0.396884</td>
<td>0.000</td>
</tr>
<tr>
<td>74</td>
<td>0.036614</td>
<td>0.015</td>
<td>104</td>
<td>0.418855</td>
<td>0.000</td>
</tr>
<tr>
<td>75</td>
<td>0.040012</td>
<td>0.014</td>
<td>105</td>
<td>0.440585</td>
<td>0.000</td>
</tr>
<tr>
<td>76</td>
<td>0.043933</td>
<td>0.014</td>
<td>106</td>
<td>0.460043</td>
<td>0.000</td>
</tr>
<tr>
<td>77</td>
<td>0.048570</td>
<td>0.013</td>
<td>107</td>
<td>0.475200</td>
<td>0.000</td>
</tr>
<tr>
<td>78</td>
<td>0.053991</td>
<td>0.012</td>
<td>108</td>
<td>0.485670</td>
<td>0.000</td>
</tr>
<tr>
<td>79</td>
<td>0.060066</td>
<td>0.011</td>
<td>109</td>
<td>0.492807</td>
<td>0.000</td>
</tr>
<tr>
<td>80</td>
<td>0.066696</td>
<td>0.010</td>
<td>110</td>
<td>0.497189</td>
<td>0.000</td>
</tr>
<tr>
<td>81</td>
<td>0.073780</td>
<td>0.009</td>
<td>111</td>
<td>0.499394</td>
<td>0.000</td>
</tr>
<tr>
<td>82</td>
<td>0.081217</td>
<td>0.008</td>
<td>112</td>
<td>0.500000</td>
<td>0.000</td>
</tr>
<tr>
<td>83</td>
<td>0.088721</td>
<td>0.008</td>
<td>113</td>
<td>0.500000</td>
<td>0.000</td>
</tr>
<tr>
<td>84</td>
<td>0.096358</td>
<td>0.007</td>
<td>114</td>
<td>0.500000</td>
<td>0.000</td>
</tr>
<tr>
<td>85</td>
<td>0.104559</td>
<td>0.007</td>
<td>115</td>
<td>0.500000</td>
<td>0.000</td>
</tr>
<tr>
<td>86</td>
<td>0.113755</td>
<td>0.007</td>
<td>116</td>
<td>0.500000</td>
<td>0.000</td>
</tr>
<tr>
<td>87</td>
<td>0.124377</td>
<td>0.006</td>
<td>117</td>
<td>0.500000</td>
<td>0.000</td>
</tr>
<tr>
<td>88</td>
<td>0.136537</td>
<td>0.005</td>
<td>118</td>
<td>0.500000</td>
<td>0.000</td>
</tr>
<tr>
<td>89</td>
<td>0.149949</td>
<td>0.005</td>
<td>119</td>
<td>0.500000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>120</td>
<td>1.000000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Appendix B

Models: Definitions, Log-likelihood Functions, and Properties

This appendix provides the formulas for the definition, log-likelihood function, and the first and second derivatives of the log-likelihood function of the models if they are determinable. The formulas for the stationary mean and stationary variance are also produced. Note that, for regime switching models, only two regimes are considered. The log-likelihood functions for regime switching models are obtained using the filtering method proposed by Hamilton (1989).

B.1 White Noise Model

Definition

\[ X(t) = \mu + \epsilon(t) \quad \text{where } \epsilon(t) \ \text{i.i.d. } N(0, \sigma^2) \]

B.1.1 Log-likelihood Function

\[
l(\theta) = -nln\sigma - \frac{n}{2} ln(2\pi) - \frac{1}{2\sigma^2} \sum_{t=0}^{n-1} [x(t) - \mu]^2\]
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B.1.2 First Derivative of the Log-likelihood Function

\[
\frac{\partial l(\theta)}{\partial \mu} = \frac{1}{\sigma^2} \sum_{t=0}^{n-1} [x(t) - \mu]
\]

\[
\frac{\partial l(\theta)}{\partial \sigma} = -\frac{n}{\sigma} + \frac{1}{\sigma^3} \sum_{t=0}^{n-1} [x(t) - \mu]^2
\]

B.1.3 Second Derivative of the Log-likelihood Function

\[
\frac{\partial^2 l(\theta)}{\partial \mu^2} = -\frac{n}{\sigma^2}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \sigma} = -\frac{2}{\sigma^3} \sum_{t=0}^{n-1} [x(t) - \mu]
\]

\[
\frac{\partial^2 l(\theta)}{\partial \sigma^2} = \frac{n}{\sigma^2} - \frac{3}{\sigma^4} \sum_{t=0}^{n-1} [x(t) - \mu]^2
\]

B.1.4 Stationary Mean and Stationary Variance

\[
E[X(t)] = \mu
\]

\[
Var(X(t)) = \sigma^2
\]

B.2 AR(1) Model

Definition

\[
X(t) = \mu + \alpha [X(t-1) - \mu] + \epsilon(t) \quad \text{where } \epsilon(t) \text{ i.i.d. } N(0, \sigma^2)
\]

B.2.1 Log-likelihood Function

By conditioning on \(X(0)\), one gets

\[
l(\theta) = -(n-1)ln\sigma - \frac{n-1}{2}ln(2\pi) - \frac{1}{2\sigma^2} \sum_{t=1}^{n-1} [x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2
\]
B.2.2 First Derivative of the Log-likelihood Function

$$\frac{\partial l(\theta)}{\partial \mu} = \frac{1 - \alpha}{\sigma^2} n^{-1} \sum_{t=1}^{n-1} [x(t) - \mu - \alpha x(t-1) + \alpha \mu]$$

$$\frac{\partial l(\theta)}{\partial \alpha} = \frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - \mu - \alpha x(t-1) + \alpha \mu] [x(t-1) - \mu]$$

$$\frac{\partial l(\theta)}{\partial \sigma} = -\frac{n-1}{\sigma} + \frac{1}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2$$

B.2.3 Second Derivative of the Log-likelihood Function

$$\frac{\partial^2 l(\theta)}{\partial \mu^2} = -\frac{(n-1)(1-\alpha)^2}{\sigma^2}$$

$$\frac{\partial^2 l(\theta)}{\partial \mu \partial \alpha} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - \mu - \alpha x(t-1) + \alpha \mu] - \frac{1 - \alpha}{\sigma^2} \sum_{t=1}^{n-1} [x(t-1) - \mu]$$

$$\frac{\partial^2 l(\theta)}{\partial \mu \partial \sigma} = -\frac{2(1-\alpha)}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - \mu - \alpha x(t-1) + \alpha \mu]$$

$$\frac{\partial^2 l(\theta)}{\partial \alpha^2} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t-1) - \mu]^2$$

$$\frac{\partial^2 l(\theta)}{\partial \alpha \partial \sigma} = -\frac{2}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - \mu - \alpha x(t-1) + \alpha \mu] [x(t-1) - \mu]$$

$$\frac{\partial^2 l(\theta)}{\partial \sigma^2} = \frac{n-1}{\sigma^2} - \frac{3}{\sigma^4} \sum_{t=1}^{n-1} [x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2$$

B.2.4 Stationary Mean and Stationary Variance

$$E[X(t)] = \mu$$

$$Var(X(t)) = \frac{\sigma^2}{1 - \alpha^2} \text{ if } \alpha^2 < 1$$
B.3 ARCH(1) Model - Full

Definition

\[ X(t) = \mu + \alpha [X(t - 1) - \mu] + \epsilon(t) \] where \( \epsilon(t) \sim N(0, \sigma^2(t)) \) and \( \sigma^2(t) = \lambda^2 + \gamma^2 [X(t - 1) - \mu]^2 \)

B.3.1 Log-likelihood Function

By conditioning on \( X(0) \), one gets

\[
l(\theta) = -\frac{1}{2} \sum_{t=1}^{n-1} \ln \left( \lambda^2 + \gamma^2 [x(t - 1) - \mu]^2 \right) - \frac{n-1}{2} \ln(2\pi) \\
- \frac{1}{2} \sum_{t=1}^{n-1} \left[ \frac{x(t) - \mu - \alpha x(t - 1) + \alpha \mu}{\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2} \right] \]

B.3.2 First Derivative of the Log-likelihood Function

\[
\frac{\partial l(\theta)}{\partial \mu} = \gamma^2 \sum_{t=1}^{n-1} \frac{x(t - 1) - \mu}{\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2} \\
+ (1 - \alpha) \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t - 1) + \alpha \mu}{\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2} \\
- \gamma^2 \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t - 1) + \alpha \mu}{\left(\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2\right)^2} \]

\[
\frac{\partial l(\theta)}{\partial \lambda} = -\lambda \sum_{t=1}^{n-1} \frac{1}{\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2} + \lambda \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t - 1) + \alpha \mu}{\left(\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2\right)^2} \]

\[
\frac{\partial l(\theta)}{\partial \alpha} = \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t - 1) + \alpha \mu}{\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2} \\
\]

\[
\frac{\partial l(\theta)}{\partial \gamma} = -\gamma \sum_{t=1}^{n-1} \frac{[x(t - 1) - \mu]^2}{\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2} \\
+ \gamma \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t - 1) + \alpha \mu}{\left(\lambda^2 + \gamma^2 [x(t - 1) - \mu]^2\right)^2} \]
B.3.3 Second Derivative of the Log-likelihood Function

\[
\frac{\partial^2 l(\theta)}{\partial \mu^2} = -\gamma^2 \sum_{t=1}^{n-1} \left( \frac{1}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2} \right) + 2\gamma^4 \sum_{t=1}^{n-1} \left( \frac{[x(t-1) - \mu]^2}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2} \right)
\]

\[
- (1 - \alpha)^2 \sum_{t=1}^{n-1} \frac{1}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2}
\]

\[
+ 4 (1 - \alpha) \gamma^2 \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu] [x(t-1) - \mu]}{\left( \lambda^2 + \gamma^2 [x(t-1) - \mu]^2 \right)^2}
\]

\[
+ \gamma^2 \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2}{\left( \lambda^2 + \gamma^2 [x(t-1) - \mu]^2 \right)^2}
\]

\[
- 4\gamma^4 \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2 [x(t-1) - \mu]}{\left( \lambda^2 + \gamma^2 [x(t-1) - \mu]^2 \right)^3}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \lambda} = -2\gamma^2 \sum_{t=1}^{n-1} \frac{x(t-1) - \mu}{\left( \lambda^2 + \gamma^2 [x(t-1) - \mu]^2 \right)^2}
\]

\[
- 2\lambda (1 - \alpha) \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha \mu}{\left( \lambda^2 + \gamma^2 [x(t-1) - \mu]^2 \right)^2}
\]

\[
+ 4\gamma \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2 [x(t-1) - \mu]}{\left( \lambda^2 + \gamma^2 [x(t-1) - \mu]^2 \right)^3}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \alpha} = -\sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha \mu}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2}
\]

\[
- (1 - \alpha) \sum_{t=1}^{n-1} \frac{x(t-1) - \mu}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2}
\]

\[
+ 2\gamma^2 \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu] [x(t-1) - \mu]^2}{\left( \lambda^2 + \gamma^2 [x(t-1) - \mu]^2 \right)^2}
\]
\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \gamma} = 2\gamma \sum_{t=1}^{n-1} \frac{x(t-1) - \mu}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2} - 2\gamma^3 \sum_{t=1}^{n-1} \frac{[x(t-1) - \mu]^3}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^2} \\
- 2 (1 - \alpha) \gamma \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu| [x(t-1) - \mu]^2}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^2} \\
- 2\gamma \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2 [x(t-1) - \mu]}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^2} \\
+ 4\gamma^3 \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2 [x(t-1) - \mu]^3}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^3}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \lambda^2} = -\sum_{t=1}^{n-1} \frac{1}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2} + 2\lambda^2 \sum_{t=1}^{n-1} \frac{1}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^2} \\
+ \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^2} \\
- 4\lambda^2 \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^3}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \lambda \partial \alpha} = -2\lambda \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu| [x(t-1) - \mu]}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^2}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \lambda \partial \gamma} = 2\lambda \gamma \sum_{t=1}^{n-1} \frac{|x(t-1) - \mu|^2}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^2} \\
- 4\lambda \gamma \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2 [x(t-1) - \mu]^2}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^3}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha^2} = -\sum_{t=1}^{n-1} \frac{|x(t-1) - \mu|^2}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha \partial \gamma} = -2\gamma \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu| [x(t-1) - \mu]^3}{(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2)^2}
\]
\[
\begin{align*}
\frac{\partial^2 l(\theta)}{\partial \gamma^2} &= -\sum_{t=1}^{n-1} \frac{[x(t-1) - \mu]^2}{\lambda^2 + \gamma^2 [x(t-1) - \mu]^2} + 2\gamma^2 \sum_{t=1}^{n-1} \frac{[x(t-1) - \mu]^4}{\left(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2\right)^2} \\
&+ \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2 [x(t-1) - \mu]^2}{\left(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2\right)^2} \\
&- 4\gamma^2 \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2 [x(t-1) - \mu]^4}{\left(\lambda^2 + \gamma^2 [x(t-1) - \mu]^2\right)^3}
\end{align*}
\]

**B.3.4 Stationary Mean and Stationary Variance**

\[E[X(t)] = \mu\]

\[Var(X(t)) = E[Var(X(t)|X(t-1))] + Var(E[X(t)|X(t-1)])\]

\[= E[\sigma^2(t)] + Var(\mu + \alpha[X(t-1) - \mu])\]

\[= \lambda^2 + \gamma^2 E[[X(t-1) - \mu]^2] + \alpha^2 Var(X(t-1))\]

\[= \lambda^2 + \gamma^2 Var(X(t)) + \alpha^2 Var(X(t))\]

\[\Rightarrow Var(X(t)) = \frac{\lambda^2}{1 - \alpha^2 - \gamma^2} \text{ if } \alpha^2 + \gamma^2 < 1\]

**B.4 ARCH(1) Model - Non-Centered**

Definition

\[X(t) = \mu + \alpha [X(t-1) - \mu] + \epsilon(t) \text{ where } \epsilon(t) \sim N(0, \sigma^2(t)) \text{ and } \sigma^2(t) = \lambda^2 + \gamma^2 x^2(t-1)\]

**B.4.1 Log-likelihood Function**

By conditioning on \(X(0)\), one gets

\[
l(\theta) = -\frac{1}{2} \sum_{t=1}^{n-1} \ln \left[\lambda^2 + \gamma^2 x^2(t-1)\right] - \frac{n-1}{2} \ln(2\pi) \\
- \frac{1}{2} \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2}{\lambda^2 + \gamma^2 x^2(t-1)}
\]
B.4.2 First Derivative of the Log-likelihood Function

\[
\frac{\partial l(\theta)}{\partial \mu} = (1 - \alpha) \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha \mu}{\lambda^2 + \gamma^2 x^2(t-1)}
\]

\[
\frac{\partial l(\theta)}{\partial \lambda} = -\lambda \sum_{t=1}^{n-1} \frac{1}{\lambda^2 + \gamma^2 x^2(t-1)} + \lambda \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2}{(\lambda^2 + \gamma^2 x^2(t-1))^2}
\]

\[
\frac{\partial l(\theta)}{\partial \alpha} = \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha \mu}{\lambda^2 + \gamma^2 x^2(t-1)} [x(t-1) - \mu]
\]

\[
\frac{\partial l(\theta)}{\partial \gamma} = -\gamma \sum_{t=1}^{n-1} \frac{x^2(t-1)}{\lambda^2 + \gamma^2 x^2(t-1)} + \gamma \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2 x^2(t-1)}{(\lambda^2 + \gamma^2 x^2(t-1))^2}
\]

B.4.3 Second Derivative of the Log-likelihood Function

\[
\frac{\partial^2 l(\theta)}{\partial \mu^2} = -(1 - \alpha)^2 \sum_{t=1}^{n-1} \frac{1}{\lambda^2 + \gamma^2 x^2(t-1)}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \lambda} = -\lambda (1 - \alpha) \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha \mu}{(\lambda^2 + \gamma^2 x^2(t-1))^2}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \alpha} = -\sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha \mu}{\lambda^2 + \gamma^2 x^2(t-1)} - (1 - \alpha) \sum_{t=1}^{n-1} \frac{x(t-1) - \mu}{\lambda^2 + \gamma^2 x^2(t-1)}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \gamma} = -2(1 - \alpha) \gamma \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu| x^2(t-1)}{(\lambda^2 + \gamma^2 x^2(t-1))^2}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \lambda^2} = -\sum_{t=1}^{n-1} \frac{1}{(\lambda^2 + \gamma^2 x^2(t-1))^2} + 2\lambda^2 \sum_{t=1}^{n-1} \frac{1}{(\lambda^2 + \gamma^2 x^2(t-1))^2}
\]

\[
+ \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2}{(\lambda^2 + \gamma^2 x^2(t-1))^2}
\]

\[
- 4\lambda^2 \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2}{(\lambda^2 + \gamma^2 x^2(t-1))^3}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha^2} = \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2}{\lambda^2 + \gamma^2 x^2(t-1)}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha \partial \gamma} = -2 \gamma \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu| x^2(t-1)}{(\lambda^2 + \gamma^2 x^2(t-1))^2}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \gamma^2} = -2 \gamma \sum_{t=1}^{n-1} \frac{|x(t) - \mu - \alpha x(t-1) + \alpha \mu|^2 x^2(t-1)}{(\lambda^2 + \gamma^2 x^2(t-1))^3}
\]
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\[ \frac{\partial^2 l(\theta)}{\partial \lambda \partial \alpha} = -2\lambda \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu][x(t-1) - \mu]}{[\lambda^2 + \gamma^2 x^2(t-1)]^2} \]

\[ \frac{\partial^2 l(\theta)}{\partial \lambda \partial \gamma} = 2\lambda \gamma \sum_{t=1}^{n-1} \frac{x^2(t-1)}{[\lambda^2 + \gamma^2 x^2(t-1)]^2} \]
\[ - 4\lambda \gamma \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2}{[\lambda^2 + \gamma^2 x^2(t-1)]^3} \]

\[ \frac{\partial^2 l(\theta)}{\partial \alpha \partial \alpha} = -\sum_{t=1}^{n-1} \frac{[x(t-1) - \mu]^2}{\lambda^2 + \gamma^2 x^2(t-1)} \]

\[ \frac{\partial^2 l(\theta)}{\partial \alpha \partial \gamma} = -2\gamma \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu][x(t-1) - \mu] x^2(t-1)}{[\lambda^2 + \gamma^2 x^2(t-1)]^2} \]

\[ \frac{\partial^2 l(\theta)}{\partial \gamma \partial \gamma} = -\sum_{t=1}^{n-1} \frac{x^2(t-1)}{\lambda^2 + \gamma^2 x^2(t-1)} + 2\gamma \sum_{t=1}^{n-1} \frac{x^4(t-1)}{[\lambda^2 + \gamma^2 x^2(t-1)]^2} \]
\[ + \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2 x^2(t-1)}{[\lambda^2 + \gamma^2 x^2(t-1)]^2} \]
\[ - 4\gamma \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha \mu]^2 x^4(t-1)}{[\lambda^2 + \gamma^2 x^2(t-1)]^3} \]

B.4.4 Stationary Mean and Stationary Variance

\[ E[X(t)] = \mu \]

\[ \text{Var}(X(t)) = E[\text{Var}(X(t)|X(t-1))] + \text{Var}(E[X(t)|X(t-1)]) \]
\[ = E[\sigma^2(t)] + \text{Var}(\mu + \alpha[X(t-1) - \mu]) \]
\[ = \lambda^2 + \gamma^2 E[X^2(t-1)] + \alpha^2 \text{Var}(X(t-1)) \]
\[ = \lambda^2 + \gamma^2 \text{Var}(X(t)) + \gamma^2 \mu^2 + \alpha^2 \text{Var}(X(t)) \]

\[ \Rightarrow \quad \text{Var}(X(t)) = \frac{\lambda^2 + \gamma^2 \mu^2}{1 - \alpha^2 - \gamma^2} \text{ if } \alpha^2 + \gamma^2 < 1 \]
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B.5 ARCH(1) Model - Proportional

Definition

\[ X(t) = \mu + \alpha [X(t-1) - \mu] + \epsilon(t) \text{ where } \epsilon(t) \sim N(0, \sigma^2(t)) \text{ and} \]
\[ \sigma^2(t) = \gamma^2 X^2(t-1) \]

B.5.1 Log-likelihood Function

By conditioning on \( X(0) \), one gets

\[
l(\theta) = -(n-1)\ln\gamma - \frac{n-1}{2}\ln(2\pi) - \sum_{t=1}^{n-1} \ln x(t-1) \\
- \frac{1}{2\gamma^2} \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha\mu]^2}{x^2(t-1)}
\]

B.5.2 First Derivative of the Log-likelihood Function

\[
\frac{\partial l(\theta)}{\partial \mu} = \frac{1 - \alpha}{\gamma^2} \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha\mu}{x^2(t-1)} \\
\frac{\partial l(\theta)}{\partial \alpha} = \frac{1}{\gamma^2} \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha\mu][x(t-1) - \mu]}{x^2(t-1)} \\
\frac{\partial l(\theta)}{\partial \gamma} = \frac{1}{\gamma^3} \sum_{t=1}^{n-1} \frac{[x(t) - \mu - \alpha x(t-1) + \alpha\mu]^2}{x^2(t-1)} - \frac{n-1}{\gamma}
\]

B.5.3 Second Derivative of the Log-likelihood Function

\[
\frac{\partial^2 l(\theta)}{\partial \mu^2} = -\frac{(1 - \alpha)^2}{\gamma^2} \sum_{t=1}^{n-1} \frac{1}{x^2(t-1)} \\
\frac{\partial^2 l(\theta)}{\partial \mu \partial \alpha} = -\frac{1}{\gamma^2} \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha\mu}{x^2(t-1)} - \frac{1 - \alpha}{\gamma^2} \sum_{t=1}^{n-1} \frac{x(t-1) - \mu}{x^2(t-1)}
\]
\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \gamma} = -\frac{2}{\gamma^3} \sum_{t=1}^{n-1} \frac{x(t) - \mu - \alpha x(t-1) + \alpha \mu}{x^2(t-1)}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha^2} = -\frac{1}{\gamma^4} \sum_{t=1}^{n-1} \frac{(x(t-1) - \mu)^2}{x^2(t-1)}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha \partial \gamma} = -\frac{2}{\gamma^3} \sum_{t=1}^{n-1} \frac{(x(t) - \mu - \alpha x(t-1) + \alpha \mu)(x(t-1) - \mu)}{x^2(t-1)}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \gamma^2} = -\frac{3}{\gamma^4} \sum_{t=1}^{n-1} \frac{(x(t) - \mu - \alpha x(t-1) + \alpha \mu)^2}{x^2(t-1)} + \frac{n-1}{\gamma^2}
\]

### B.5.4 Stationary Mean and Stationary Variance

\[
E[X(t)] = \mu
\]

\[
Var(X(t)) = \frac{\gamma^2 \mu^2}{1 - \alpha^2 - \gamma^2} \quad \text{if} \quad \alpha^2 + \gamma^2 < 1
\]

### B.6 Regime Switching Vector White Noise Model

**Definition**

Let \( S_t \) denote the regime at time \( t \) with transition matrix \( P = \begin{bmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{bmatrix} \).

\( X(t) = \mu_{S_t} + \epsilon(t) \) where \( \epsilon(t) \) i.i.d. \( N(0, \Sigma_{S_t}) \)

where

\[
X(t) = \begin{bmatrix} X_1(t) \\ X_2(t) \end{bmatrix}, \quad \mu_{S_t} = \begin{bmatrix} \mu_{1S_t} \\ \mu_{2S_t} \end{bmatrix}, \quad \Sigma_{S_t} = \begin{bmatrix} \sigma_{1S_t}^2 & 0 \\ 0 & \sigma_{2S_t}^2 \end{bmatrix}
\]
B.6.1 Stationary Mean and Stationary Variance

\[
\begin{align*}
E[X_1(t)] &= \pi_1 \mu_{11} + \pi_2 \mu_{12} \\
E[X_2(t)] &= \pi_1 \mu_{21} + \pi_2 \mu_{22}
\end{align*}
\]

where

\[
\pi_1 = \frac{\rho_{21}}{\rho_{12} + \rho_{21}} \quad \text{and} \quad \pi_2 = \frac{\rho_{12}}{\rho_{12} + \rho_{21}}
\]

\[
\begin{align*}
\text{Var}(X_1(t)) &= \pi_1 \sigma_{11}^2 + \pi_2 \sigma_{12}^2 + (\mu_{11} - \mu_{12})^2 \pi_1 \pi_2 \\
\text{Var}(X_2(t)) &= \pi_1 \sigma_{21}^2 + \pi_2 \sigma_{22}^2 + (\mu_{21} - \mu_{22})^2 \pi_1 \pi_2
\end{align*}
\]

B.7 Regime Switching AR(1) Model

Definition

Let \( S_t \) denote the regime at time \( t \) with transition matrix \( P = \begin{bmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{bmatrix} \).

\( X(t) = \mu_{S_t} + \alpha_{S_t}[X(t - 1) - \mu_{S_{t-1}}] + \epsilon(t) \quad \text{where} \ \epsilon(t) \ \text{i.i.d.} \ \mathcal{N}(0, \sigma_{S_t}^2) \)

B.7.1 Stationary Mean and Stationary Variance

\[
E[X(t)] = \pi_1 \mu_1 + \pi_2 \mu_2
\]

\[
\text{Var}(X(t)) = \pi_1 V_1 + \pi_2 V_2 + (\mu_1 - \mu_2)^2 \pi_1 \pi_2
\]

where \( V_i \) is the stationary variance for regime \( i \).

At stationarity, the variance at time \( t \) for regime 1 is the variance at time \( t-1 \) for regime 1 times \( \alpha_1^2 \) if the regime changes from 1 to 1 plus the variance at time \( t-1 \) for regime 2 times \( \alpha_1^2 \) if the regime changes from 2 to 1 plus the variance of the innovations for regime 1. The variance at time \( t \) for regime 2 follows a similar pattern. In other words,

\[
\begin{align*}
V_1 &= \frac{\pi_{101} \rho_{11}}{\pi_1} \left( \alpha_1^2 V_1 + \sigma_1^2 \right) + \frac{\pi_{201} \rho_{21}}{\pi_1} \left( \alpha_1^2 V_2 + \sigma_1^2 \right) \\
V_2 &= \frac{\pi_{102} \rho_{22}}{\pi_2} \left( \alpha_2^2 V_1 + \sigma_2^2 \right) + \frac{\pi_{202} \rho_{22}}{\pi_2} \left( \alpha_2^2 V_2 + \sigma_2^2 \right)
\end{align*}
\]
Solving the system of equations, one gets

\[ V_1 = \frac{(1 - \rho_{22} \sigma_2^2) \sigma_1^2 + \rho_{12} \sigma_1^2 \sigma_2^2}{(1 - \rho_{11} \sigma_1^2)(1 - \rho_{22} \sigma_2^2) - \rho_{12} \rho_{21} \sigma_1^2 \sigma_2^2} \]

\[ V_2 = \frac{\rho_{21} \sigma_2^2 + (1 - \rho_{11} \sigma_1^2) \sigma_2^2}{(1 - \rho_{11} \sigma_1^2)(1 - \rho_{22} \sigma_2^2) - \rho_{12} \rho_{21} \sigma_1^2 \sigma_2^2} \]

**B.8 Regime Switching ARCH(1) Model - Full**

**Definition**

Let \( S_t \) denote the regime at time \( t \) with transition matrix \( P = \begin{bmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{bmatrix} \).

\( X(t) = \mu_{S_t} + \alpha_{S_t} [X(t-1) - \mu_{S_{t-1}}] + \epsilon(t) \) where \( \epsilon(t) \sim N(0, \sigma_{S_t}^2(t)) \) and \( \sigma_{S_t}^2(t) = \lambda_{S_t}^2 + \gamma_{S_t}^2 [X(t-1) - \mu_{S_{t-1}}]^2 \)

**B.8.1 Stationary Mean and Stationary Variance**

For details of derivation, see Section B.7.1.

\[ E[X(t)] = \pi_1 \mu_1 + \pi_2 \mu_2 \]

\[ Var(X(t)) = \pi_1 V_1 + \pi_2 V_2 + (\mu_1 - \mu_2)^2 \pi_1 \pi_2 \]

where

\[
\begin{align*}
V_1 &= \frac{\pi_1 \rho_{11} \left[ (\alpha_1^2 + \gamma_1^2) V_1 + \lambda_1^2 \right] + \pi_2 \rho_{11} \left[ (\alpha_1^2 + \gamma_1^2) V_2 + \lambda_2^2 \right]}{\pi_1 \left[ 1 - \rho_{22} (\alpha_1^2 + \gamma_2^2) \right] + \pi_2 \left[ 1 - \rho_{22} (\alpha_2^2 + \gamma_2^2) \right] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)} \\
V_2 &= \frac{\pi_1 \rho_{12} \left[ (\alpha_2^2 + \gamma_2^2) V_1 + \lambda_2^2 \right] + \pi_2 \rho_{12} \left[ (\alpha_2^2 + \gamma_2^2) V_2 + \lambda_2^2 \right]}{\pi_1 \left[ 1 - \rho_{22} (\alpha_1^2 + \gamma_1^2) \right] + \pi_2 \left[ 1 - \rho_{22} (\alpha_2^2 + \gamma_2^2) \right] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}
\end{align*}
\]

Solving the system of equations, one gets

\[ V_1 = \frac{\rho_{21} (\alpha_2^2 + \gamma_2^2) \lambda_1^2 + [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] \lambda_2^2}{\pi_1 \left[ 1 - \rho_{22} (\alpha_1^2 + \gamma_1^2) \right] + \pi_2 \left[ 1 - \rho_{22} (\alpha_2^2 + \gamma_2^2) \right] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)} \]

\[ V_2 = \frac{\rho_{21} (\alpha_2^2 + \gamma_2^2) \lambda_1^2 + [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] \lambda_2^2}{\pi_1 \left[ 1 - \rho_{22} (\alpha_1^2 + \gamma_1^2) \right] + \pi_2 \left[ 1 - \rho_{22} (\alpha_2^2 + \gamma_2^2) \right] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)} \]
B.9 Regime Switching ARCH(1) Model - Non-Centered

Definition
Let $S_t$ denote the regime at time $t$ with transition matrix $P = \begin{bmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{bmatrix}$.

$$X(t) = \mu_{S_t} + \alpha_{S_t} [X(t-1) - \mu_{S_{t-1}}] + \epsilon(t) \text{ where } \epsilon(t) \sim N \left(0, \sigma_{S_t}^2(t)\right)$$

$$\sigma_{S_t}^2(t) = \lambda_{S_t}^2 + \gamma_{S_t}^2 X^2(t-1)$$

B.9.1 Stationary Mean and Stationary Variance

For details of derivation, see Section B.7.1.

$$E[X(t)] = \pi_1 \mu_1 + \pi_2 \mu_2$$

$$\text{Var}(X(t)) = \pi_1 V_1 + \pi_2 V_2 + (\mu_1 - \mu_2)^2 \pi_1 \pi_2$$

where

$$\begin{align*}
V_1 &= \frac{\pi_1 \rho_{11}}{\pi_1} [((\alpha_1^2 + \gamma_1^2) V_1 + \lambda_1^2 + \gamma_1^2 \mu_1^2] + \frac{\pi_2 \rho_{21}}{\pi_2} [((\alpha_2^2 + \gamma_2^2) V_2 + \lambda_2^2 + \gamma_2^2 \mu_2^2] \\
V_2 &= \frac{\pi_1 \rho_{12}}{\pi_2} [((\alpha_1^2 + \gamma_1^2) V_1 + \lambda_1^2 + \gamma_1^2 \mu_1^2] + \frac{\pi_2 \rho_{22}}{\pi_2} [((\alpha_2^2 + \gamma_2^2) V_2 + \lambda_2^2 + \gamma_2^2 \mu_2^2]
\end{align*}$$

Solving the system of equations, one gets

$$V_1 = \frac{[1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] [\lambda_1^2 + \alpha_1^2 (\rho_{11} \mu_1^2 + \rho_{12} \mu_2^2)]}{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}$$

$$+ \frac{\rho_{12} (\alpha_1^2 + \gamma_1^2) [\lambda_2^2 + \alpha_2^2 (\rho_{12} \mu_1^2 + \rho_{22} \mu_2^2)]}{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}$$

$$V_2 = \frac{\rho_{21} (\alpha_2^2 + \gamma_2^2) [\lambda_1^2 + \alpha_1^2 (\rho_{11} \mu_1^2 + \rho_{12} \mu_2^2)]}{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}$$

$$+ \frac{\rho_{21} (\alpha_2^2 + \gamma_2^2) [\lambda_1^2 + \alpha_1^2 (\rho_{12} \mu_1^2 + \rho_{22} \mu_2^2)]}{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}$$
B.10  Regime Switching ARCH(1) Model - Proportional

Definition

Let $S_t$ denote the regime at time $t$ with transition matrix $P = \begin{bmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{bmatrix}$.

$X(t) = \mu_{S_t} + \alpha_{S_t} [X(t-1) - \mu_{S_{t-1}}] + \epsilon(t)$ where $\epsilon(t) \sim N(0, \sigma_{S_t}^2(t))$ and

$\sigma_{S_t}^2(t) = \gamma_{S_t}^2 X^2(t-1)$

B.10.1  Stationary Mean and Stationary Variance

For details of derivation, see Section B.9.1. with $\lambda_1 = \lambda_2 = 0$.

$E[X(t)] = \pi_1 \mu_1 + \pi_2 \mu_2$

$Var(X(t)) = \pi_1 V_1 + \pi_2 V_2 + (\mu_1 - \mu_2)^2 \pi_1 \pi_2$

where

$V_1 = \frac{[1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] \alpha_1^2 (\rho_{11} \mu_1^2 + \rho_{12} \mu_2^2)}{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}$

$\rho_{12} (\alpha_1^2 + \gamma_1^2) \alpha_2^2 (\rho_{12} \mu_1^2 + \rho_{22} \mu_2^2) + \frac{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}$

$V_2 = \frac{\rho_{21} (\alpha_2^2 + \gamma_2^2) \alpha_1^2 (\rho_{11} \mu_1^2 + \rho_{12} \mu_2^2)}{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}$

$\rho_{21} (\alpha_1^2 + \gamma_1^2) \alpha_2^2 (\rho_{21} \mu_1^2 + \rho_{22} \mu_2^2) + \frac{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}{[1 - \rho_{11} (\alpha_1^2 + \gamma_1^2)] [1 - \rho_{22} (\alpha_2^2 + \gamma_2^2)] - \rho_{12} \rho_{21} (\alpha_1^2 + \gamma_1^2) (\alpha_2^2 + \gamma_2^2)}$

B.11  Transfer Function Model - Two Lags

Definition

$X(t) = \beta_1 Y(t) + \beta_2 Y(t-1) + \epsilon(t)$ where

$\epsilon(t) = \mu + \alpha [\epsilon(t-1) - \mu] + \epsilon(t)$ and $\epsilon(t) \sim N(0, \sigma^2)$

where $Y(t)$ follows the RSARCH(P) model (see Section B.10).

Let $Z(t) = \beta_1 Y(t) + \beta_2 Y(t-1) + \mu$

Then $X(t) - Z(t) = \alpha [X(t-1) - Z(t-1)] + \epsilon(t)$
B.11.1 Log-likelihood Function

By conditioning on $e(0)$, one gets

$$l(\theta) = -(n - 1)ln\sigma - \frac{n - 1}{2}ln(2\pi)$$

$$- \frac{1}{2\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)]^2$$

B.11.2 First Derivative of the Log-likelihood Function

$$\frac{\partial l(\theta)}{\partial \mu} = \frac{1 - \alpha}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)]$$

$$\frac{\partial l(\theta)}{\partial \alpha} = \frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)] [x(t - 1) - z(t - 1)]$$

$$\frac{\partial l(\theta)}{\partial \sigma} = -\frac{n - 1}{\sigma} + \frac{1}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)]^2$$

$$\frac{\partial l(\theta)}{\partial \beta_1} = \frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)] [y(t) - \alpha y(t - 1)]$$

$$\frac{\partial l(\theta)}{\partial \beta_2} = \frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)] [y(t - 1) - \alpha y(t - 2)]$$

B.11.3 Second Derivative of the Log-likelihood Function

$$\frac{\partial^2 l(\theta)}{\partial \mu^2} = -\frac{(n - 1)(1 - \alpha)^2}{\sigma^2}$$

$$\frac{\partial^2 l(\theta)}{\partial \mu \partial \alpha} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)]$$

$$- \frac{1 - \alpha}{\sigma^2} \sum_{t=1}^{n-1} [x(t - 1) - z(t - 1)]$$
\[ \frac{\partial^2 l(\theta)}{\partial \mu \partial \sigma} = -\frac{2(1 - \alpha)}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)] \]

\[ \frac{\partial^2 l(\theta)}{\partial \mu \partial \beta} = -\frac{1 - \alpha}{\sigma^2} \sum_{t=1}^{n-1} [y(t) - \alpha y(t - 1)] \]

\[ \frac{\partial^2 l(\theta)}{\partial \mu \partial \beta_2} = -\frac{1 - \alpha}{\sigma^2} \sum_{t=1}^{n-1} [y(t - 1) - \alpha y(t - 2)] \]

\[ \frac{\partial^2 l(\theta)}{\partial \alpha \partial \sigma} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t - 1) - z(t - 1)]^2 \]

\[ \frac{\partial^2 l(\theta)}{\partial \alpha \partial \beta} = -\frac{2}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)] [x(t - 1) - z(t - 1)] \]

\[ \frac{\partial^2 l(\theta)}{\partial \alpha \partial \beta_1} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t - 1) - z(t - 1)] [y(t) - \alpha y(t - 1)] \]

\[ \frac{\partial^2 l(\theta)}{\partial \alpha \partial \beta_2} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t - 1) - z(t - 1)] [y(t - 1) - \alpha y(t - 2)] \]

\[ \frac{\partial^2 l(\theta)}{\partial \alpha \partial \beta_2} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t - 1) - z(t - 1)] [y(t - 1) - \alpha y(t - 2)] \]

\[ \frac{\partial^2 l(\theta)}{\partial \sigma^2} = -\frac{n - 1}{\sigma^2} - \frac{3}{\sigma^4} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)]^2 \]

\[ \frac{\partial^2 l(\theta)}{\partial \sigma \partial \beta_1} = -\frac{2}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t - 1) + \alpha z(t - 1)] [y(t) - \alpha y(t - 1)] \]
\[
\frac{\partial^2 l(\theta)}{\partial \sigma \partial \beta_2} = -\frac{2}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)] [y(t-1) - \alpha y(t-2)]
\]

\[
\frac{\partial^2 l(\theta)}{\partial \beta_1^2} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [y(t) - \alpha y(t-1)]^2
\]

\[
\frac{\partial^2 l(\theta)}{\partial \beta_1 \partial \beta_2} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [y(t) - \alpha y(t-1)] [y(t-1) - \alpha y(t-2)]
\]

\[
\frac{\partial^2 l(\theta)}{\partial \beta_2^2} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [y(t-1) - \alpha y(t-2)]^2
\]

**B.11.4 Stationary Mean and Stationary Variance**

\[
E[X(t)] = (\beta_1 + \beta_2) E[Y(t)] + \mu
\]

\[
Var(X(t)) = V(Y) + \frac{\sigma^2}{1 - \alpha^2}
\]

where

\[
V(Y) = \sum_{s_t=1}^{2} \sum_{s_{t-1}=1}^{2} \left[ \beta_1^2 V_{s_t}(Y) + \beta_2^2 V_{s_{t-1}}(Y) + 2\beta_1 \beta_2 C_{s_{t-1},s_t}(Y) \right] \pi_{s_{t-1}} \rho_{s_{t-1},s_t}
\]

\[
+ \sum_{s_t=1}^{2} \sum_{s_{t-1}=1}^{2} \left[ \mu_{s_{t-1},s_t}(Y) - \bar{\mu}(Y) \right]^2 \pi_{s_{t-1}} \rho_{s_{t-1},s_t}
\]

and

\[
s_t = \text{regime at time } t
\]

\[
\mu_{s_t}(Y) = E[Y(t) | s_t]
\]

\[
V_{s_t}(Y) = Var(Y(t) | s_t) \quad \text{(see section B.10.1)}
\]

\[
C_{s_{t-1},s_t}(Y) = Cov(Y(t), Y(t-1) | s_t, s_{t-1}) = \alpha_{s_t} V_{s_{t-1}}(Y)
\]

\[
\mu_{s_{t-1},s_t}(Y) = \beta_1 \mu_{s_t}(Y) + \beta_2 \mu_{s_{t-1}}(Y)
\]

\[
\bar{\mu}(Y) = \sum_{s_t=1}^{2} \sum_{s_{t-1}=1}^{2} \mu_{s_{t-1},s_t}(Y) \pi_{s_{t-1}} \rho_{s_{t-1},s_t}
\]
APPENDIX B. MODELS

B.12 Transfer Function Model - One Lag

Definition

\[ X(t) = \beta_1 Y(t) + e(t) \] where

\[ e(t) = \mu + \alpha [e(t-1) - \mu] + \epsilon(t) \] and \( \epsilon(t) \sim N(0, \sigma^2) \)

where \( Y(t) \) follows the RSARCH(P) model (see Section B.10).

Let \( Z(t) = \beta_1 Y(t) + \mu \)

Then \( X(t) - Z(t) = \alpha [X(t-1) - Z(t-1)] + \epsilon(t) \)

B.12.1 Log-likelihood Function

By conditioning on \( e(0) \), one gets

\[ l(\theta) = -(n-1)ln\sigma - \frac{n-1}{2}ln(2\pi) \]

\[ -\frac{1}{2\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)]^2 \]

B.12.2 First Derivative of the Log-likelihood Function

\[ \frac{\partial l(\theta)}{\partial \mu} = \frac{1 - \alpha}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)] \]

\[ \frac{\partial l(\theta)}{\partial \alpha} = \frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)] [x(t-1) - z(t-1)] \]

\[ \frac{\partial l(\theta)}{\partial \sigma} = -\frac{n-1}{\sigma} + \frac{1}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)]^2 \]

\[ \frac{\partial l(\theta)}{\partial \beta_1} = \frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)] [y(t) - \alpha y(t-1)] \]
B.12.3 Second Derivative of the Log-likelihood Function

\[
\frac{\partial^2 l(\theta)}{\partial \mu^2} = -\frac{(n-1)(1-\alpha)^2}{\sigma^2}
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \alpha} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)]
\]

\[
-\frac{1-\alpha}{\sigma^2} \sum_{t=1}^{n-1} [x(t-1) - z(t-1)]
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \sigma} = -\frac{2(1-\alpha)}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)]
\]

\[
\frac{\partial^2 l(\theta)}{\partial \mu \partial \beta_1} = -\frac{1-\alpha}{\sigma^2} \sum_{t=1}^{n-1} [y(t) - \alpha y(t-1)]
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha^2} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t-1) - z(t-1)]^2
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha \partial \sigma} = -\frac{2}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)][x(t-1) - z(t-1)]
\]

\[
\frac{\partial^2 l(\theta)}{\partial \alpha \partial \beta_1} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t-1) - z(t-1)][y(t) - \alpha y(t-1)]
\]

\[
-\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)] y(t-1)
\]

\[
\frac{\partial^2 l(\theta)}{\partial \sigma^2} = \frac{n-1}{\sigma^2} - \frac{3}{\sigma^4} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)]^2
\]

\[
\frac{\partial^2 l(\theta)}{\partial \sigma \partial \beta_1} = -\frac{2}{\sigma^3} \sum_{t=1}^{n-1} [x(t) - z(t) - \alpha x(t-1) + \alpha z(t-1)][y(t) - \alpha y(t-1)]
\]

\[
\frac{\partial^2 l(\theta)}{\partial \beta_1^2} = -\frac{1}{\sigma^2} \sum_{t=1}^{n-1} [y(t) - \alpha y(t-1)]^2
\]
APPENDIX B. MODELS

B.12.4 Stationary Mean and Stationary Variance

\[ E[X(t)] = \beta_1 E[Y(t)] + \mu \]

\[ \text{Var}(X(t)) = \beta_1^2 \text{Var}(Y(t)) + \frac{\sigma^2}{1 - \alpha^2} \]
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